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FOREWORD 

In December 1991 a biweekly seminar "Functional-differential equations" 

was started at the Research Institute of the College of Judea and Samaria, Ariel, 

Israel. Mathematicians working in different areas of the theory of ordinary differ

ential equations, equations with delayed argument, integro-differential equations 
and on particular problems of partial differential equations participate in the sem

inar's sessions. Among other problems, investigation into theory of the Nemytsky 

superposition operator and the internal superposition operator were addressed es

sentially. The reason is that a lot of questions in considering different types of 

equations, including the aforementioned, could be reduced to some problems in 

Banach spaces and Frechet spaces. So, in spite of the quite wide area of the 

participants' interests, one could find a general basic concept and unity of the 

methods. 

The idea of the concept is to treat the abovementioned classes of equations as 

particular cases of the abstract functional-differential equation. Therefore, every 

general statement about the abstract equations can be interpreted for each of the 

considered situations. Following N. Azbelev we will present here the notion of 

abstract functional-differential equation (FDE). 

Let B and D be Banach spaces, such that D is isomorphic to B X Rn. Thus 

there is one-to-one correspondence between every x E D and pair {z,,B}, z E 

B, ,8 E Rn. Define isomorphism ~ B X Rn by operator J = {A, Y} : B x 

Rn --+ D, where A: B--+ D, Y : Rn --+ Dare linear operators, and J{z,.B} = 
{A, Y}{z, ,8} = Az + Y (1. 

The operator Y will be identified with the corresponding matrix Y. The 

inverse operator J-1 : D --+ B X Rn possesses a representation J-1 x = [6, r]x := 
{ 6x, rx} where 6 : D --+ B, r : --+ Rn are linear operators. Thus for every 

x E D we have the following expansion x = A6x + Yrx. Applying to the last 

equality an operator£ : D --+ B we will get its expansion C.x = Qlix + Arx. The 
linear operator Q = £A : B --+ B is called the principal part of the operator £, 

the operator A = .CY : Rn --+ B is its finite-dimensional part. 

Many basic questions in the theory of equation 

LX= f (1) 

are reducible to the corresponding problems for equation Qz = fin the space B. 



Let D denote the space of absolutely continuous functions x : [a, b] -+ Rn, B 
denote the space of summable functions z : [a, b] -+ Rn. The isomorphism D ~ 
B X Rn could be defined by operator J = {A, Y}, where (Az)(t) = J: z(s)ds, Y 
being the identity matrix. Then 8x = i, rx = x(a), (Cx)(t) = (Qx)(t)+A(t)x(a). 
Particularly for the ordinary differentiating 

(Cx)(t) = x(t)- P(t)x(t) 

we have 

(Cx)(t) = x(t) -1t P(t)x(s)ds- P(t)x(a). 

For a wide class of equations with delayed argument the equation Q z = f 
appears to be the classical integral equation in the space of summable functions. 
Some partial differential equations are convenient to be considered as equation 
M x = f with a linear operator M : D -+ B where D is isomorphic to the direct 
product of Banach spaces B and Bo. If operators A: B-+ D and Yo : Bo -+ D 
define such an isomorphism J = {A, Yo} and J- 1 = [8, r 0] then the linear operator 
M : D -+ B can be expanded as Mx = Qox + A0 r0 x. For investigation the 
equation M x = f some of the ideas used in the theory of equation ( 1) turn out 
to be helpful. 

Substitution of Banach space B by Frechet space, and space Rn by R00 

moves equation (1) to the next level of abstractness, and allows considering among 
equations being studied in the frames of the theory of equation ( 1) infinite systems 
of equations. 

The described notion of the abstract linear FD E can be naturally generalized 
for the nonlinear case. 

This issue consists of papers that were presented and discussed in the frames 
of the seminar. We are grateful to the referees who kindly agreed to review the 
papers or sent us comments and advice about the subjects considered in the 
proceedings. 

Acknowledgments. 
We are grateful to Professor Vitali Milman and Dr. Yakov Eshel for sup

porting our seminar and the idea of publishing these proceedings, and to Miriam 

Hercberg for preparing the articles for publication. 

M. Drakhlin (The Research Institute, Ariel, Israel) 
E. Litsyn (Bar-llan University, Israel) 
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GENERALIZED PROJECTION OPERATORSIN BANACH SPACES: 
PROPERTIES AND APPLICATIONS 

Ya.I. Alber 

Department of Mathematics 
Technion-Israel Institute of Technology 

Haifa 32000, Israel 

1. Introduction 

Metric projection operators in Hilbert and Banach spaces are widely used 
in different areas of mathematics such as functional and numerical analysis, the
ory of optimization and approximation and for problems of optimal control and 
operations research, nonlinear and stochastic programming and game theory. 

Metric projection operators can be defined in a similar way in Hilbert and 
Banach spaces. At the same time, they differ significantly in their properties 
[23,27]. 

A metric projection operator in Hilbert space is a monotone (accretive) 
and nonexpansive operator. It provides an absolutely best approximation for 
arbitrary elements from Hilbert space by the elements of convex dosed sets . 
This leads to a variety of applications of this operator for investigating theo
retical questions in analysis and for approximation methods. (For details see 
[13,31,40,11,17,2,3]). 

Metric projection operators in Banach space do not have the properties men
tioned above and their applications are not straightforward. (See [33,9]). 

On the other hand, questions of smoothness and differentiability of metric 
projection operators in Banach spaces were actively investigated [12,27,8,4]. New 
results in this field are immediately used in various applications. For example, 
recently established in [8,4] properties of uniform continuity of these operators 
were used in [8,4] to prove stability of the penalty and quasisolution methods. 

Two of the most important applications of the metric projection operators 
in Hilbert spaces are as follows: 

@ solve a variational inequality by the iterative-projection method, 
• find common point of convex sets by the iterative-projection method. 

In Banach space these problems can not be solved in the framework of metric 
projection operators. Therefore, in the present paper we introduce new general
ized projection operators in Banach space as a natural generalization of metric 
projection operators in Hilbert space. To demonstrate our approach, we apply 
these operators for solving two problems mentioned above in Banach space. 

This research was supported in part by the Ministry of Science Grant 3481-1-91 and 
by the Ministry of Absorption Center for Absorption in Science. 
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In section 2 and section 3 we introduce notations and recall some results from 
the theory of variational inequalities and theory of approximation. Then in sec
tion 4 and section 5 we describe the properties of metric projection operators Po 
in Hilbert and Banach spaces and also formulate equivalence theorems between 
variational inequalities and direct projection equations with these operators. In 
section 6 we discuss the existence of strongly unique best approximations based 
on Clarkson's and parallelogram inequalities. 

In section 7 we introduce generalized projection operator Tin which acts from 
Banach space B on the convex closed set n in the same space B. Then we state 
its properties and give the convergence theorem for the method of successive 
generalized projections used to find a common point of convex sets. 

In section 8 new generalized projection operator 1ro acting from conjugate 
Banach space B"' on convex closed set n in the space B and its properties are 
examined. Then a theorem of equivalence of the solutions of variational inequality 
and operator equation with operator 1ro is presented. It constitutes the basis for 
construction of iterative-projection methods for nonlinear problems in Banach 
space (including smooth and nonsmooth optimization problems) 

Lastly, in section 9 we establish a connection between variational inequalities 
and Wiener-Hopf equations in Banach spaces by means of metric and generalized 
projection operators. 

Note that the main properties of metric and generalized projection operators 
in Banach spaces have been obtained by using principally new technique includ
ing Banach space geometry, parallelogram inequalities, nonstandard Lyapunov 
functionals and estimates of moduli of monotonicity and continuity for duality 
mappings. 

2. Variational Inequalities. Problems of Optimization 

In this section we recall some of the results from the theory of variational 
inequalities and formulate a problem on the equivalence between solutions of the 
variational inequalities and corresponding operator equations. These equations 
are solved by the iterative-projection methods. This yields an aproximation of 
solutions of the initial variational inequalities. 

Let B be a real (reflexive) uniformly convex and uniformly smooth Banach 
D* ...... • A.. I _;j 1\ I' II 'I II II II • ... ........ ... space, .u hS conjuga~e \uU<UJ space, 1 · lh 1 · liB•, 11· IIH norms m the Hanach 

spaces B, B"' and in Hilbert space H. As usually we denote < <p, x > a dual 
product in B. This determines pairing between <p E B"' and x E B [14]. Let f2 be 
a nonempty convex closed set in B. 

Definition 2.1. The operator Po : B -t f2 c B is called metric projection 
operator if it yields the correspondence between an arbitrary point x E B and 
nearest point x E f2 according to minimization problem 

Pox= x; X: llx- xll = inf llx- ~II . 
€EO 
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Under our conditions operator Po is defined a.t any point x E B and it is 
single-valued, i.e. there exists for each x E B a. unique projection x called best 
approximation (23]. 

Let A be a.n arbitrary operator acting from Hilbert space H to H , a a.n 
arbitrary fixed positive number and ( <p, x) a.n inner product in H. Let also f E H. 
It is well known that (see, for instance, [16]) 

Theorem 2.2. The point X En cHis a solution of variational inequality 

(Ax-J,~-x)2:0, (2.2) 

if and only if xis a solution of the following operator equation in H 

x = Po ( x - a( Ax - f)) . (2.3) 

This is an important statement, because it provides a. basis for constructing 
approximate (iterative) methods in Hilbert spaces. The simplest method of this 
type can be described a.s follows 

n = 0, 1, 2 ... (2.4) 

Under suitable choice of relaxation parameters an , one can prove that itera
tive process (2.4) converges strongly to the solution of the variational inequality 
(2.2). It can be done for operator A which have different structures and different 
types of smoothness [2,3,16,11,20]. Moreover, one can establish both stability 
and nona.symptotic estimates of convergence rate [2,3]. 

We want to emphasize that the problem of solving operator equation Ax = f 
and the problem of minimization of the functional u( x) on S1 are realized as 
variational inequalities (2.2) for S1 = H and 

Ax=ou(x), xESl, f=O 

respectively. Here 8u( x) is gradient or subgra.dient of the functional u( x ). 
Now we consider more general and more complicated case of the variational 

inequality 
(Ax-j,~-x)~0, (2.5) 

in Banach space B with operator A acting from B to B* [9]. There is a natural 
problem to formulate and to prove a.n analogue of Theorem 2.2 in Banach space, 
and then to use it as a basis to construct iterative-projection methods similar to 
(2.4). 

It is quite obvious that the Banach space analogue of the equation (2.3) has 
the following form 

x = fo(Fx- a(Ax- f)) (2.6) 
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with operator F acting from B to B*. The equation (2.6) is unusual because oper
ator fn "projects" elements from the dual space B* on the set n C B. Here one 
can not use metric projection operator Pn for this purpose because it acts from 
B to B. It turned out that a natural generalization of metric projection operator 
in Hilbert space leads to a new operator which we call generalized projection 
operator: 

1rn : B* - n c B. 

This automatically yields the following form of the equation (2.6) 

x = 1ro,(Jx- a(Ax- !)) 

where J : B - B* is a normalized duality mapping in B [14]. The operator 
J is one of the most significant operators in nonlinear functional analysis. In 
particular, it is used in the theory of optimization and in the theory of monotone 
and accretive operators in Banach spaces. It is determined by the expression 

Note also that a duality mapping exists in each Banach space. In what follows 
we recall from [5] some of the examples of this mapping in spaces lP, LP , W~ , 
oo>p>1: 
(i) lP: Jx = llxii7,-Py E lq, x = {xl,x2, ... }, y = {xlllxtW-2 ,x2llx2W-2

, ••• }, 

p-1 + q-1 = 1 
(ii) LP: Jx = llxll~·;?lxiP- 2 x E Lq 

(iii) w~: Jx = llxll;-t Llal~m( -1)1aiDa(IDCtxiP-2 Dax) E w~m 
Note that in Hilbert space J is an identity operator. 

Now we define the iterative method similar (2.4) as follows 

n = 0, 1,2 ... (2.7) 

We will give full mathematical foundation for this method including three basic 
aspects: convergence, stability and estimates of convergence rate, in forthcoming 
paper. 

3. Problems of Approximation. Common Points of Convex Sets 

Second important problem which is investigated in this paper using projec
tion operators can be formulated as follows: find common point of an ordered 
collection of convex and dosed (i.e. Chebyshev) sets {n~, n2 , ••• , nm} in uni
formly convex Banach space B. Here we assume that sets {ni, i = 1, 2, ... , m} 
have nonempty intersection n,. = n~1 ni. Let us define a composition 

(3.1) 
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and introduce method of successive projections according to a formula 

X _ pn+lx 
n+l - o, n = 0, 1,2, ... , Xo E B. (3.2) 

Convergence of the iterative process (3.1) and (3.2) as well as of similar 
processes to the point x,. E n,. was proved before only in Hilbert space . (See 
[36,13,15,17,18,22]). In the formulae (3.1) and (3.2) which describe method of 
successive projections one can use metric projection operators Pn in Banach 
space. However, up to this date no proof was suggested for the convergence of 
(3.1) and (3.2) in Banach space. The reason is that in Hilbert space H the metric 
projection operator satisfies the following significant inequality 

(3.3) 

which can be obtained from the property of nonexpansiveness of this operator in 
H 

(3.4) 

It satisfies also a much stronger property (see section 4) 

v~ En. (3.5) 

But in Banach spaces these properties do not hold in general [32,33,21). 
For example, in [32] it is shown that in uniformly convex Banach space with 

modulus of convexity 8(E) of order Eq, q 2: 2 [19), the inequality 

v~ En. (3.6) 

holds. Coefficient >. < 1 in {3.6) and it depends on q. Namely, in [32) it is defined 
in Banach spaces of the type LPandW!, 1 < p < oo as follows (d. (6.6) and 
(6.8)): 

1 < p ~ 2, q = 2, >. = (p- 1)/8 j 

and 
2 < p < 00, q = p, A= 1/p2P . 

Inequality (3.6) yields 

IIPnx- ~w ~ >. -lllx- ~w- >. -liiPnx- xllq ' v~ En. (3.7) 

This does not guarantee the nonexpansiveness of the metric projection operator 
in Banach space even for~= y E n while in (3.4) ~ = y is an arbitrary element of 
the space H. But without this property, one can not to study the method (3.1), 
(3.2). 

Now we consider more general case. In [32] a strongly unique best approxi
mation was defined as follows. 
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Definition 3.1. x is called a strongly unique best approximation in n for the 
element x E B if there exists a constant A and a strictly increasing function 
</>(t) : R+ ~ R+ such that </>(0) = 0 and 

</>(IIPnx- xll) ::S </>(llx- ~II)- A</>(IIPnx- ~II) , v~ En. (3.8) 

The projection x = Pnx in Hilbert space, and the projection x in Banach 
space under the conditions of [32], are strongly unique best approximations in fl. 

We call the projection x absolutely best approximation of x E B with re
spect to function </>(t) if A = 1 in (3.8). In this case the inequality (3.8) can be 
represented in the equivalent form 

</>CIIPnx- ~II):::; </>(llx- ~II)- </>(IIPnx- xll) , v~ En. 

It is clear from (3.5) that metric projection x in Hilbert space is absolutely best 
approximation with respect to function </>( t) = t2 (or with respect to functional 
</>(~) = llx- ~W H with x fixed). But it is not true in Banach spaces. 

Thus, metric projection operator can not be used in (3.1) and (3.2). Instead 
we introduce new generalized projection operator 

lln: B ~nEB 

so that the inequalities (3.3) and (3.5) hold for some Lyapunov functional </>( • ). 
In section 7 we will provide the convergence theorem for the process (3.1) and 
(3.2) which now has the form 

lin+ I 
Xn+l = Xo, n = 0, 1,2, ... , X 0 E B (3.9) 

and 
(3.10) 

4. Metric Projection Operator Po in Hilbert Space 

All results described in section 2 and section 3 for two basic problems were 
obtained only in Hilbert space. This is due to the fact that many remarkable 
properties of the metric projection operators can not be extended from Hilbert 
space to Banach space. This is why we introduce in section 7 and section 8 
new generalize projection operators in Banach spaces which have all properties 
of metric projection operators in Hilbert space . 

Before that in section 4 and section 5 we compare complete lists of the 
properti of the metric projection operators in Hilbert and Banach spaces. 

We denote x = Pnx. Let~ Efland n C H. The following properties are 
valid in Hilbert space: [11,13,16,21,23,31,5,28,39]. 

4.a. Pn is fixed at each point~' Pn~ = ~· 
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4.b. Po is monotone (accretive) in H, i.e. for all x,y E H 

(x-y,x-y);?:O. 

4.c. (x- x,x- ~);?: 0, V~ E fl. 
4.d. (x- ~.x- 0;::: o, v~ En. 
4.e. (x- x,x- ~);?: 0, V~ E fl. 

In fact, even stronger inequality 

holds (see (5.1)). 
4.f. Po is nonexpansive in H, i.e. 

4.g. Po is P-strongly monotone in H, i.e. 

(x- y,x- y);?: llx- Yllk · 

4.h. The operator Po yields an absolutely best approximation of x E H with 
respect to the functional V1(x,O = llx- ~Ilk 

v~ En. 

4.i. Any Po satisfies the inequality 

((I- Po)x- (I- Po)y, Pox- Poy);?: 0, Vx, y E H . 

5. Metric Projection Operator Po in Banach Space 

Here we show that some of the properties of the metric projection operators 
in Hilbert space are not satisfied in Banach space. At the same time, we describe 
in detail the properties of uniform continuity of the metric projection operators 
in Banach space. 

We denote x =Pox. Let~ Efland fl C B. The following properties hold in 
Banach space (the sign "-" from 5.a - 5.i denotes an absence of corresponding 
property): 

5.a. The operator Po is fixed at each point~' i.e. Po~=~-
5.b. 
5.c. (J( x - x), x - ~} ;?: 0, V~ E fl (see (27]). 
5.d. 
5.e. (J(x- x),x- e);?: 0, veE fl (see (5]). 

In what follows we show that a stronger statement is true [5). 

7 



Theorem 5.1. x E Q is a projection of the point x E B on Q if and only if the 
inequality 

(J(x-x),x-~) ~ llx-xW, (5.1) 

is satisfied. 

In fact, from (5.1) it follows immediately that 

llx- xll ~ llx- xii-1 (J(x- x),x- ~) ~ llx- ~II, 
i.e. x = Pox. Inversely, if x = Pox, then by virtue of 5.c we have 

0 ~ (J(x- x),x- ~) = (J(x- x),x- x) + (J(x- x),x- ~) = (5.2) 

= -llx- xW + (J(x- x),x- ~) 

which yields (5.1). 
5.f. Now we describe the property of uniform continuity of operator Pox 

in Banach space B. Recall that in Banach space the metric projec
tion operator is not nonexpansive in general case. But it is uniformly 
continuous on each bounded set according to the following theorem. 

Theorem 5.4. Let B be an uniformly convex and uniformly smooth Banach 
space. Iflin(E) is a modulus of convexity of the space B, gn(E) = lin(E)/E and 
g[/ ( ·) is an inverse function, then 

llx- VII~ Cg.B1 (2LC 2g.B!(2CLIIx- vii)), (5.3) 

where 1 < L < 3.18 is Figiel's constant (see {6]) and 

C = 2 max{1, llx- VII, llv- xll} · 

Remark 5.3. If llx- VII ~ Rand llv- xll ~ R, then (C = 2 max{1, R}) is 
an absolute constant and (5.3) provides a quantitative description of the uniform 
continuity of operator Po in Banach space on each bounded set. 

The estimate ( 5.3) which was established in [8] is global in nature. Earlier, 
in [12) Bjernestal obtained local estimate 

llx- VII~ 21i.81(6pn(2llx- vii)) , (5.4) 

where pn(r) is a modulus of smoothness of the space B [19]. 
The estimate of (5.4) is better than our estimate (5.3). This is why in [4] we 

continued the investigation of uniform continuity of metric projection operator 
in Banach space. It turns out that the following global variant of (5.4) can be 
obtained. 

Theorem 5.4. Let B be an uniformly convex and uniformly smooth Banach 
space. If lin( E) is a modulus of convexity of the space B and PB( r) is a modulus 
of its smoothness, then 

llx- Yll ~ Cli.B1(pn(8CLI!x- vii)), 
where constant L and function C are defined in Theorem 5.2. 

8 
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Remark 5.5. To accuracy constants the estimates (5.3) and (5.5) give respec-
tively 

5.g. 
5.h. 

llx- iJII :S g_B1(g_B!(IIx- Yll)) , 
llx- ill! :S 6_B1(PB(IIx- yll)) . 

5.i. Any Po satisfies the inequality (see [27]) 

(J(x- Pox)- J(y- Poy), Pnx- Pny) ~ 0, 'r/x,y E B. 

Using the properties of metric projection operator Pn we obtained Banacli 
space analogue of Theorem 2.2. 

Theorem 5.6. Let A be an arbitrary operator from Banach space B to B*, a 
an arbitrary fixed positive number, f E B*. Then the point x E f2 C B is a 
solution of variational inequality 

(Ax- J, e-x) ~ 0, 

if and only if x is a solution of the operator equation in B 

x = Pn(x- aJ*(Ax- f)) 

where J" : B* -+ B is normalized duality mapping in B*. 

Iterative process corresponding to ( 5.6) is the following 

n = 0, 1, 2 ... (5. 7) 

However, there are not any approaches to the investigation of (5.7). 
In section 7 and section 8 we will construct the generalized projection operata 

Banach spaces with the additional properties 5.b, 5.d, 5.g and 5.h., and iterative 
methods for which one can establish convergence, stability, and nonasymptotic 
estimates of convergence rate. 

6. Parallelogram Inequalities and 
Strongly Unique Best Approximations 

In this section we discuss the existence of strongly unique best approximation 
in the spaces [P' LP and w~ where 00 > p > 1. 

In [10] (see also [6]) we established the following upper parallelogram in
equality 
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Ct(llxll, IIYII) = 2max{L, (llxll + IIYII)/2} 

for the arbitrary points x and y from uniformly smooth Banach space B. We 
also obtained lower parallelogram inequality 

2llxll2 + 2IIYW -llx + Yll2 ~ L-16B(IIx- YII/C2(IIxll, IIYII)), (6.1) 

C2(llxll, IIYII) = 2max{1, vf(llxll2 + IIYW)/2} 

for the arbitrary points x and y from uniformly convex Banach space B. Anal
ogous parallelogram inequalities for the llxllq of other orders q were obtained in 
[30]. 

If llxll ~ R and IIYII ~ R then 

Ct(llxll, IIYII) = cl = 2 max{L, R} 

and 
C2(llxll, IIYID = c2 = 2max{1, R}. 

In this case (6.1) expresses the uniform convexity of the functionalllxW on each 
bounded set in B with modulus of convexity o(llx -yll) = (2L )-1oB(!Ix- YII/C2), 
and 

llx + Yll 2 ~ 2llxW + 2IIYW- L-18B(IIx- YII/C2) . (6.2) 

In [35] the following lemma was proved. 

Lemma. 6.1. If a convex functional</>( x) defined on convex closed set n satisfies 
the inequality 

where ll:(t) ~ 0, ll:(t0 ) > 0 for some to > 0, then </>(x) is uniformly convex func
tional with modulus of convexity 8(t) = 21l:(t) and 

<J>(y) ~ </>(x) + (l(x), y- x) + 2K(IIx- Yll) · 

for alll(x) E o<f>(x). Here o</>(x) is the set of all support functionals (the set of 
all subgradients) of</>( X) at the point X E $1. 

From this lemma and (6.2) it follows that 

llxW ~ IIYII 2 + 2 (Jx, x- y}- (2L)- 16B(IIx- YII/C2) . (6.3) 

Let Q C B, ~En, x =Pox. We replace in (6.3) x by (x- x) andy by (x- ~) 
and obtain 
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The property 5.c then yields the following general formula 

..\ = (2L)-1 
. (6.4) 

It is obvious that if c58 (f) can be estimated by f 2 (this occures in Hilbert spaces 
and in the spaces of type LP for 1 < p ::; 2 [7]), then projection x is a strongly 
unique best approximation with <j;(t) = t2 , at least, on each bounded set (See 
Def. 3.1). However, constant,\ in inequality (6.4) is not exact in these cases. 

In [37] it was shown that in spaces W~ (consequently, in LP and [P), 1 < 
p ::; 2, the following inequality holds 

(6.5) 

Then Lemma 6.1, the property 5.c and (6.5) give the estimate 

llx- xll 2 
::; llx- ~11 2 - (p- 1)llx- ~W /2. 

Using the inequality (2.3) from (26], we immediately obtain from Lemma 6.1 
that in spaces LP, 1 < p ::; 2, the estimate 

llx- xll 2 
::; llx- ~11 2 - (p- 1)llx- ~W . (6.6) 

is valid. This coincides with the result of [26] (Theorem 4.1 ). 
Furthermore, the strongly unique best approximation of the projection x in 

spaces B of the type lP, LP and W~ where oo > p > 2, can be established from 
Lemma 6.1 and Clarkson's inequality 

It means that functional llxW is uniformly convex. Therefore, we can write 

IIYW 2:: llxW + P < Jll-x, Y- x > +TP+1 IIx- YW (6.7) 

where JJJ is a duality mapping with the gauge function J.L(t) = tP-l (see section 
7). Now we substitute in (6.7) (x- x) and (x- ~)for x andy, respectively. By 
virtue of 

(JJ.l(x- x), x- ~) 2:: 0 

and 

we have 
(6.8) 

This expression improves the estimate of a strongly unique best approximation. 
(Compare with the corresponding inequality in [32,25]). It was obtained without 
any additional conditions on the modulus of convexity of the spaces and on the 
sets 0. Besides, the important generalization of (6.8) is valid. 
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Theorem 6.2. Let B be a space either lP or LP or W~ where oo > p ~ 2. Let 
0 be a dosed convex set in B. Then for every point x E B there exists a unique 
point x =Pox such that 

The proof follows from the inequality (see [35]) 

7. Generalized Projection Operator llo in Banach Space 

Here we introduce generalized projection operator ITo and describe its prop
erties in Banach spaces. Then we formulate theorem about convergence the 
method of succesive projections given in section 3. This method yields an ap
proximation of the common point of convex closed sets. (See second problem in 
section 3). 

The formula (2.1) in the Definition 2.1 of the metric projection operators is 
equivalent to the minimization problem 

Pox= x; x: llx- xW = inf llx- ~W . 
~EO 

(7.1) 

Note that V1(x,e) = llx- ~W can be considered not only as square of distance 
between points x and ~ but also as Lyapunov functional with respect to ~ with 
fixed x. Therefore, we can rewrite (7.1) in the form 

In Hilbert space 

In the papers [10, 7] we introduced Lyapunov functional 

(7.2) 

It is a nonstandard functional because it is defined on both the elements ~ from 
the primary space B and on the elements ( J x) from the dual space B* (see also 
(8.1)). 

Lemma 7.1. The functional V2(Jx,~) has the following properties: 
1. V2 is continuous. 
2. V2 is convex with respect to cp = J x when ~ is fixed end with respect to ~ 

when x is fixed. 
3. v2 is differentiable with respect to 'P and~ . 
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4. grad"'V2(Jx,e) = 2(x- e). 
5. grad~V2(Jx,e) = 2(Je- Jx). 
6. V2(Jx, e)> 0, Vx, e E B. 
7. V2(Jx,e) = 0, only ifx = f 
8. V2(Jx,e) -too, ifllxll-t oo (or 11e11-t oo) and vice versa. 
9. Cllxll-llell)2 s V2(Jx,e) s Cllxll + llell)2

• 

10. L-1.5B(IIx- ell/C)$ V2(Jx,e) $ L-1 PB(8LCIIx- ell), where the constant 
L is from Theorem 5.2 and 

C = 2 max{l, v'CIIxll 2 + llell2)/2} . 

11. V2(Jx,e) -t 0 if llx- e11-t 0, and llxll, 11e11 are bounded, and vice versa. 

There is a connection between the functional V2(Jx,e) and the Young
Fenchel transformation, because 

Notice also that (7.2) is equivalent to 

However, previous form (7.2) is necessarily used to obtain properties 4 and 10. 

Definition 7.2. Operator Tin : B -t n c B is called the generalized projection 
operator if it puts the arbitrary fixed point x E B into the correspondence with 
the point of minimum for the functional V2 ( J x, O according to the minimization 
problem 

Remark 7.3. In Hilbert space V2(Jx,e) = V1(x,e) and x = x. 
Next we describe the properties of the operator Tin: 

7.a. The operator Tin is fixed in each point e E 0 , i.e. Tine= t. 
lin is d-accretive in B , i.e. for all x, y E B 

(Jx- Jy,x- y) 2::0. 

7.c. (Jx- Jx,x- e) 2::0, VeE fl. 
7.d. (Jx- Je,x- t} 2::0, veE n. 
7.e. (Jx- Jx,x- t} 2::0, VeE n. 
7.f. llx - 'YII $ Cg81(2LC 2g8!(2LCIIx- yll)), where constant L is from 

Theorem 5.2 and 

C = 2 max{l, llxll, IIYII, llxll, II'YII} · 
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Remark 7.4. If llxll $ R, llxll $ R, IIYII $ R and 11011 $ R, then C = 
2 max{l, R} is absolute constant and 7 .f expresses the uniform continuity of op
erator llo in Banach space on each bounded set. 

7.g. (Jx- Jy, x- y) ~ (2L)- 1bB(IIx- Oil/C), where 

C = 2max{l, llxll, 111111}. 

7.h. The operator llo gives absolutely best approximation of x E B with 
respect to functional V2 ( J X,~) 

Consequently, llo is conditionally nonexpansive operator in Banach 
space, i.e. 

V2(Jx,~) $ V2(Jx,~). 

Any llo satisfies the inequality 

( ( J - Jllo - ( J -

constants (on any 
using nr~i\no:>-rti•~., 

"tn!!nnr<' we 
is a sequentially 
(weakly) it follows that Fxn _. Fx (also weakly). 

~ 0, Vx, y E 

gen-

Xn-+ X,. 

1, ... , j = m,m-1, ... ,1, 

1j = 

Theorem 7.6 is valid for dual mapping with the gauge function p(t) = 
tP-1 , defined by the relations 
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(Notice that normalized dual mapping corresponds top= 2). We set 

V3(J~-'x,e) = q-1 IIJJ.LxlliJ.- (JJ.Lx,e) + p-1 lleiiP, v-1 + q-1 = 1. 

The function q-1 IIJJ.LxlliJ· is conjugate to the function p-1 llxi!P, i.e. 

q-1 IIJJ.LxlliJ. = sup{ (Jilx, 0- P-1 llei!P} · 
€EB 

Therefore V3(JJ.Lx,e) 2: 0, Vx,e E B. If we now define 

i: V3(JJ.Lx, i) = inf V3(JJ.Lx,e) 
€EO 

then it can be shown that 

(Jilx- Jilt, i- e) 2: 0, 

and 
Vs(Jilx,i)::; V3(Jilx,e)- V3((Jilt,e). 

The last inequalities are used mainly in the proof of Theorem 7.6 which will 
be given in forthcoming paper. The property of the uniform continuity of the 
operator JJ.Lx can be obtained using the results from [30,38]. 

Corollary 7.7. In Banach space [P,p > 1 the sequence Xn weakly converges to 
x. En. = n;:1 n;. 

This holds because in [P, oo > p > 1, dual mapping JJ.L with the gauge 
function p( t) = tP is sequential weakly continuous [14). 

Remark 7.8. V3(JJ.Lx,e) and V2(Jx,e) coinside for p = 2 (up to constant 2). 

It can be shown in a way similar to the case of metric projection operator 
P0 in Banach space [8] that generalized projection operator ITo is stable with 
respect to peturbation of the set n. 

Let nl and n2 be convex closed sets, X E B and H(nb n2)::; 0', where 

H(nt,nz) =max{ sup inf llz1- zzll, sup inf llzt- zzll} 
ZtEOt Z2E02 Z!E02 Z2Eflt 

i.e :!. Hausdorff distance between nl and n2. Let also llol X = Xt, IIn2X = X2. 

Theorem 7.9. If B is uniformly convex Banach space, DB(£) is modulus of the 
convexity of Band 8_8 1

(·) is an inverse function, then 

llxt- x2ll :S Cl8_B1 (4LC20'), 

cl = 2max{l, llJx- Jx111B•, IIJx- JxziiB·}' 

Cz = 2max{IIJx- Jxt!IB·, IIJx- Jx2!IB·} . 

If llxll::; R, llx1 ll::; Rand llx2ll S R, then C1 and Cz are absolute constants, 
because operator J is bounded in any Banach space. 
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8. Generalized Projection Operator 1ro in Banach Space 

Here we introduce generalized projection operator 1ro in Banach space and 
describe its properties. Then we use this operator to establish equivalence be
tween solution of the variational inequality in Banach space and solution of the 
corresponding operator equation. In other words, we solve first problem described 
in section 2. Finally, we obtain a link between operators 7ro and flo by means of 
the normalized duality mappings J and J*. 

We assume that cp is an arbitrary element of the space B*. 

Definition 8.1. The generalized projection r:p of the element cp on the set !l c B 
is given by means of a minimization problem 

where 

Remark 8.2. In Hilbert space V4(cp,O = V3((JPi,O = V2(Jx,e) = Vt(x,~) 
and r:p = £ = x = x . 

In what follows we list properties of the generalized projection operator 1r0 

in Banach Space. 
8.a. The operator 1rn is J-fixed in each point ~ E !l, i.e. 1roJ~ =e. 
8.b. 7rn is monotone in B*, i.e. for all cp1 , cp2 E B* 

s.c. ( cp - J r:p, r:p - ~) ;::: o, v~ E n. 
s.d. (cp- Je, r:p- ~) ;::: o, v~ En. 
8.e. (Jx- Jx, X- e) 2:: 0, where X= 1rnJx, v~ En. 
8.f. II'P1 - 'P2II ~ Cg_B1(2LCII'Pt - 'P2IIB· ), where the constant L is from 

Theorem 5.2 and 
c = 2max{l, II<Ptll, II<P2II}. 

Remark 8.3. If II'PIII ~ R, II'P2II ~ R then C = 2 max{l, R} is an absolute 
constant and 8.f expresses uniform continuity of the operator 1rn in Banach space 
on each bounded set. 

8.g. ('PI- l.f'2,'Pt- 'P2) 2:: (2L)-1hB(II<Pt- 'P2l1/C), where Cis the constant 
from 8.f. 

S.h. The operator 1rn gives absolutely best approximation of x E B with 
respect to functional v4 ( cp' 0 
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Consequently, 1l"o is conditionally nonexpansive operator in Banach 
space, i.e. 

8.i. Any 11"0 satisfies the inequality 

where IB· : B* -+ B* is identical operator in B*. 
Similarly to operator lin, the generalized projection operator 11"0 in Banach 

Sp:1ce is stable with respect to perturbation of the set n. 
Using the properties of generalized projection operator 1l"o we obtained Ba

nach space analogue of Theorem 2.2. 

Theorem 8.4. Let A be an arbitrary operator from Banach space B to B*, a 

an arbitrary fixed positive number, f E B*. Then the point x E n C B is a 
solution of variational inequality 

(Ax-f,~-x}2:0, 

if and only if x is a solution of the operator equation in B 

x = 11"o(Jx- a(Ax- !)) . (8.2) 

It is not hard to verify that 

where J : B -+ B* is a normalized duality mapping in B and J* : B* -+ B is 
normalized duality mapping in B*. Therefore we can rewrite (8.2) in the form of 

x = IloJ*(Jx- a(Ax- !)) . 

Denote also that J* = J-1. 
For the iterative process (2.7) we proved the assertions analogous to the 

Theorems 3 and 4 from the paper (7) (see also Remark 7 in [7]). 
It is interesting to note that 1l"o = J* in the case n = B (the problem of 

solving the equation Ax = !). Then (8.2) is rewritten as 

x = J* ( J x - a( Ax - f)) 

or in the form of 
Jx = Jx- a(Ax- f) 

because J J* =I. Here I is identical operator. Iterative method for (8.3) 

Jxn+l = Jxn- O:n(Axn- f), n = 0, 1,2, ... ,xo E B, Xn = J* Jxn 

17 



has been studied earlier in [7,10]. 
Along with (2. 7) we considered the following iterative processes: 

n = 0, 1, 2 ... 

for the variational inequality (2.5) with nonsmooth unbounded operator A, and 

n = 0, 1, 2 ... 

and 

n = 0,1,2 ... 

for the minimization of functional u( x ). Here u* = minxen u( x ). 

9. Variational Inequalities and 
Wiener-Hopf Equations in Banach Spaces 

In section 5 and section 8 we formulated new equivalence theorems between 
varia inequalities in Banach spaces and corresponding operator equations (5.6) 
and (8.2) with metric projection operator Po and generalized projection operator 
1ro, respectively. It is natural to call the equations ofthis type direct projection 
equations. Now we establish the connection of variational inequalities with other 
operator equations, so called Wiener-Hopf equations. 

Let Po be a metric projection operator in Hilbert space H, I an identical 
operator, A and f operator and "right hand part" of variational inequality (2.2), 
Qo =I- Po. Then the equation APoz + Qoz = f is said to be a generalized 
Wiener-Hopf equations in Hilbert space. 

The following theorem is valid in Banach spaces ( cf. with Hilbert case in 
[34]) 

Theorem 9.1. The variational inequality (2.5) has a (unique) solution x E B if 
and only if the Wiener-Hop{ equation 

{9.1) 

with an arbitrary fixed positive parameter a has a (unique) solution z E B for 
each fEB*. Moreover, z = x- aJ*(Ax- f) and x = Poz. 

The simplest iterative method to approximate a solution of the equation 
(9.1) is the following 

and 
Zn+I = Xn - anJ*(Axn - f) . 

However, its convergence can not be established because of the reasons mentioned 
above. As before, we will obtain the convergent iterative process using generalized 
projection operators 1ro. But at the beginning we need an equivalence theorem 
with this projection operator. 
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Theorem 9.2. The variational inequality (2.5) has a (unique) solution x E B if 
and only if the Wiener-Hop{ equation 

(9.2) 

with an arbitrary fixed positive parameter a has a (unique) solution z E B* for 
each fEB*. Moreover, z = Jx-a(Ax- f) and x = 1roz. In (9.2)IB·: B*-+ B* 
is identical operator in B*. 

It turns out that the iterative process 

and 

converges strongly to the solution z E B* of the Wiener-Hop{ equation (9.2). On 
the other hand, the iterative process 

and 

for an approximation ofthe solution x of the variational inequality (2.5) coincides 
with (2.7) and converges strongly too. 

Remark 9.3. It follows from Theorems 9.1 and 9.2 that 

Po ( x - aJ* (Ax - f)) = lin J* ( J x - a( Ax - f)) 

where x is unique solution of the variational inequality (2.5). 

Similar results can be formulated also for the quasivariational inequalities 
and for the complementarity problems. (See, for example, [24,29].) 

In conclusion , we notice that generalized projection operators in Banach 
spaces constructed above and metric projection operators in Hilbert space are 
defined in similar way in the form of minimization problems, and these problems 
are of the same level of difficulty. This means that generalized projection oper
ators in Banach spaces can be viewed as a natural generalization of the metric 
projection operators in Hilbert spaces . 

Results of this paper were presented at the 1993 SIAM annual meeting in 
Philadelphia, July 12-16. 
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ON LINEAR NEUTRAL TYPE EQUATIONS WITH 

GENERALIZED RIGHT-HAND SIDE 

E. Braverman 

Department of Mathematics 
Technion -Israel Institute of Technology 

Haifa 32000, Israel 

Abstract 

The existence results are obtained for a functional differential equation of 
the type 

B(t)x[g(t)] + A(t)x[h(t)] + 1t K(t,s)dx(s) = f(t) + ai6(t- ti), 

where differentiation and equality are understood in the distributional sense. 

1. Introduction 

Differential equations with the generalized right-hand side attract attention 
of investigators since the end of the fifties [1]. Such equations appear when de
scribing a process that undergoes short-time perturbations that can be described 
by delta functions. Theory of generalized ordinary differential equations was 
started by Kurzweil [1] and developed later by S. Schwabik [2], Z. Artstein (3] 
and many others. The complete review of the results on the subject is given in 
[2]. In the linear case these equations are of the type 

dx(t) 
----;It = D[A(t)x(t) + f(t)] . (1) 

Here differentiation and equality are understood in the generalized sense [2], 
the elements of A and f are functions of bounded variation. The solution x is 
usually sought in the space BV of functions x : [a,b]- Rn with the bounded 
on [a,bJ variation, II x 11 8 v =II x(a) II +var~x. Here 11·11 is the norm of a vector 

II · II will also denote the corresponding matrix norm. 
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Compared with the ordinary differential equation 

dx(t) d:t + A(t)x(t) = f(t) (2) 

equation (1) is the more general object, but it is still "local". It means that the 
rate of change of the state ~f depends only on the state x at the same moment t. 
Generally speaking it is not true. Differential equations including state x(t) and 

the derivative d~\s) at different moments (i.e. functional differential equations) 
describe the process more precisely in many cases. A number of works deal with 
:;-;.;.ch equations; among them is the well-known monograph of J. Hail [4]. Recent 
results are systematically stated in [5]. In particular, in this monograph the 
theory of the following neutral type equation is constructed: 

x(t) + B(t)x[g(t)] + A(t)x[h(t)] + lt K(t,s)dx(s) = r(t), (3) 

t E [a,b],x(~) = <p(O,x(~) = 1/J(O, if~ tf_ [a,b]. 

A neutral type equation is a differential equation in which the highest order 
derivative of the unknown function is included at the present state t and at one 
or more past or future states. 

Suppose that the following assumption is valid: 

if e E ~. m(e) = 0, then m(g-1(e)) = 0 (4) 

Here m is the Lebesgue measure, :Z:::: is the 15-algebra of measurable subsets of 
the segment [a, b]. By BS9 the weighted composition operator is denoted 

(BS )(t) _ { B(t)y[g(t)], if g(t) E [a, b], 
gY - 0, if g(t) tf_ [a, b], 

(Kx)(t) = 1t K(t,s)x(s)ds. 

Then equation (3) can be rewritten in the form 

where functions <p, 1/J are contained in the right-hand side f. 

(5) 

(6) 

(7) 

Suppose that B is a measurable matrix-valued function, and the function g 
has finite or countable number of monotonidty intervals 

v 

Hi> j = 1, v, v s; oo, [a, b] = U Hi, Hi n 
j=l 
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and such functions Uj : [a,b] --+ Rt, j = l,v, v ~ oo, satisfying (4) exist 
that Uj(g(t)) = t, t E Hj n g-1([a, b]). Then the function g satisfies Drakhlin 
w( Ut, ••• , u 11)-condition [6) and the weighted composition operator (3) has the 
following representation in L [6] 

d {b ~ dJL[a t)nH· 
(BS9 x)(t) = dt la L..J dm '(s)B(u;(s))x(s)ds. 

a i=l 
(8) 

Here ddlf: is the Radon derivative of the measure J.LH(e) = m(g-1(e)nH), e E :E, 
with respect to the Lebesgue measure. 

Let us introduce spaces of functions x : [a, b] --+ R 11 
: L is the space of 

summable functions: II x IlL = J: II x( s) II ds, V is the space of absolutely contin
uous functions, II x 11-v =II x(a) II +II x IlL· Denote 

II d 
~(B,g)(t) =?=II B( Uj(t)) II :~j (t) . 

J=l 

Theorem [7). Weighted composition operator BS9 continuously acts in L if and 
only if 

>. = vraisuptE(a,b] il>(B, g)( t) < oo , 

with II BS9 IIL-.L ~ >.. 
(9) 

Here IITIIx-Y is the norm of a linear bounded operator T acting from a 
space X to a space Y. 

In the monograph [5] the Cauchy problem and boundary value problems for 
the equation (7) are researched. 

Theorem. Suppose that the Cauchy problem Cx = J, x( a) = a has one and 
only one solution x E V for any f E L, a E Rn. Then the solution has the 
following representation: 

x(t) = lb C(t, s)f(s)ds + X(t) ·a , 

where X is the fundamental matrix of solutions of the corresponding homogeneous 
equation, C is the Cauchy matrix. 

Theorem. Let the inequality (9) be satisfied and let such constant u > 0 exist 
that g(t) ~ t- u, t E [a, b), h(t) ~ t, t E [a,b], the elements of the matrix 
A be summable on [a, b]. Suppose there exists such summable function r that 
IIK(t,s)ll ~ r(t), t E [a, b). Then the Cauchy problem (7), x(a) =a has one and 
only one solution x E V for any f E L, a E Rn. 

Since the eighties generalized functional differential systems have attracted 
the attention of investigators. Thus A. Anokhin [8] has shown that the linear 
impulse system 

(10) 
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~x(ri) = x(ri + 0)- x(ri- 0) = lix + f3i, i = 1, ... , n1, 

Ti are fixed points of the segment [a, b], with the initial condition x(a) = a, has 
one and only one solution for any f E L, f3i E R n, O:i E R n . Here the solution 
x belongs to the space of piecewise absolutely continuous functions with n1 fixed 
discontinuity points, li are linear bounded functionals acting from this space to 
R n. Linear impulse systems of the type (10) for ordinary differential equations 
are investigated in many works (see [9] and bibliography). In contrast to (1) in 
the impulse system (10) discontinuity points are fixed and ~x( Ti) are given in 
the explicit form, but the discontinuous character of the solution remains. Inves
~igations of various spaces of discontinuous functions were also stimulated by the 
research of linear impulse systems (10) for functional differential equations. Thus 
the base for investigation of functional differential equations with the generalized 
right-hand side was prepared. 

2. Statement of the Problem 

Let us consider equation (7) with a generalized right-hand side F and, gen
erally speaking, discontinuous solution z. So the derivative i has to be replaced 
by the generalized differentiation operator D. But the equation 

Dz + BS9 z + AShz + K Dz = F (11) 

is not more than a notation since the operators B S 9 and K are not defined on 
distributions. Usually (see, for example, [2]) the right-hand side is considered 
F = D'lj;, where 1/J is a function of bounded variation, and the solution also 
belongs to space BV. It is known that space BV can be represented as the direct 
sum of three spaces: 

BV = D tJJ SP tJJ SG, 

where V is the space of absolutely continuous functions, 

00 

SP = {y E BV I Y = l:€iXr;, 
i=l 

ei E R n' Ti E [a, b), i E 1, oo, Ti :j:. Tj, if i :j:. j} ' (12) 

00 

IIYIIsP = L ll~ill , 
i=l 

X r denotes the characteristic function of ( r, b], S G is the space of singular ( contin
uous, but not absolutely continuous) functions of bounded variation. For certain 
systems it is natural to do without this singular component. Thus the solution 
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remains discontinuous, but some problems are solved more easily. Define the 
space DR of countable sums of delta- functions: 

00 00 

DR = { 8 = L ~ioT, I L II ~i II < oo, ri E [a, b) , 
i=l i=l 

00 

~i E Rn, i = 1, oo, ri i= Tj, if i i= j}, ll8llvR = L ll~ill ' 
i=l 

where a8T(f) = f( r )a, f is a vector valued continuous function (row vector), 
r E [a, b), a ERn, Lois the direct sum of DR and L: 

Lo = { r.p I (3/ E L, 36 E DR) : r.p = J + o}, II 'PilLs = II/IlL + ll6llvR , 

D S - of spaces 1) and S P: 

DS = {z E BV I (3x E V, 3y E SP): z = x + y}, llzllvs = llxllv + IIYIIsP . 

D is the generalized differentiation operator: 

Dx = x, xED, D(axT) = a6T. 

If in ( 11) F E Lo, z E D S, the operator J( acts on an element from DR as 
follows K( abT) = K( t, r )a, then in (11) only the weighted composition operator 
BS9 is not defined for elements a67 E DR. In [10] this problem is investigated in 
detail. For instance, it is shown there that if we define 

then this operator has the same differential integral representation (8). 
condition 

q = sup cp(B,g)(t) < oo 
tE(a,b) 

(13) 

(14) 

is necessary and sufficient for the continuous action of the operator BS9 in DR 
[10], IIBSgiiDR->DR:::; q. 

It is to be emphasized that if B S 9 is not the zero operator then discontinuity 
points of the solution of (11) may differ from points ri included in the right-hand 
side F = f + I: aioT,, f is summable. 
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Example 1. Let g(t) = t, t E [0, 1], tis irrational, g(t) = t + 2, t E [0, 1], tis 
rational. Then the equation 

Dz- S9 Dz + z(O) = bo.s 

has infinite set of solutions of the type z = 60 .5 + 2: a;67 ,, where r; are irrational. 
The following example shows that the solution may be discontinuous at only 

one point for a right- hand side including different delta functions. 

Example 2. Let [a, b] = [0, 1], g(t) = 2t- 1, t E (0.5, 1], g(t) = 4t- 1, t E 
(0.25,0.5], ... g(t) = 2kt -1,t E (fr, 2/_ 1 ], ••• , g(O) = 0 .. Then the equation 

00 1 
Dz- S9 Dz + z(O) = 61- ""'-k6 3 

2 ~ 2 2Hl 
k=l 

has the solution z(t) = xo.s(t). 
The behavior of differential equations with impulse effect may differ greatly 

from usual [8]. For example, the Cauchy problem Dz = z(2)61 + J, z(O) = 
a, [a, b] = [0, 3] is solvable only for such f that J: f(t)dt = -a. 

Below the conditions will be established under which the solvability of a 
functional differential equation implies the solvability of the same equation with 
a right-hand side from L6. 

3. Results 

I denotes the identity operator, V is the generalized integration operator 

(Vz)(t) = lt z(t)dt, zEDS, V67 = Xr· 

Theorem 1. Let the bounded operator I+ BS9 be continuously invertible in 
L6, let the operator PSh continuously act from SP to L and the operator K 
continuously act from DR to L. Suppose that the Cauchy problem (7), x(a) =a 
i~ uniquely solvable in 1J for any f E L, a ERn. Then the Cauchy problem (11), 
z(a) = a has one and only one solution z E DS for any F E L6, a E Rn that 
can be represented as follows 

rb b 
z(t) = la C(t,s)f(s)ds + 1 C1(t,s)cp(s)ds + X(t)a, (15) 

where f +cp = F, f E L, cp E DR, C, X are the same as in the representation of 
the solutions of (7), cl is a matrix valued function with the following properties: 

1. for any s E [a,b] the columns of C1(·,s) belong to DS; 
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2. for any t E [a, b] the elements of Ct ( t, ·) are bounded; 
3. SUPae[a,b) vartCt(t, s) < oo. 

Proof: Denote y = V(I + BS9 )-1<p. Then the problem (11), z(a) =a is equiv
alent to the following problem 

Dx + BS9 Dx + AShx + KDx = J- PShy- KDy,x(a) =a. 

As the operators ASh and J( act from DR to L then f- AShy - J( Dy E L. 
Thus this problem has one and only one solution x E V. By direct substitution 
one obtains that z = x + y is the solution of the Cauchy problem (11), z = a. 
Further, the solution z = x1 + x2 + y, where 

(i) 

x2 E V is the solution of the equation 

Xt E V is the solution of the problem 

therefore 

x1(t) = 1b C(t,s)f(s)ds + X(t)a, 

where C is the Cauchy matrix of equation (7), X is the fundamental matrix. 
The hypotheses of the theorem imply that equalities (i), (ii) define a linear 

bounded operator T acting continuously from DR to DS: 

X2 + y = Tcp. 

In (11] it is proved that a linear bounded operator acting from DR to DS has 
the following representation 

T<p = 1b C1(t,s)<p(s)ds, 

where Ct is a matrix-valued function satisfying conditions 1-3 of the theorem. 
Thus the solution z has the representation (14). The proof of the theorem is 
completed. 

Thus it is necessary to establish invertibility conditions for I+ BS9 in DR. 
One can easily see that q < 1, where q is defined by (14), ensures that (I +BS9 )-1 

exists. 
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Theorem 2. If there exists such S > 0 that g( t) ~ t - S for any t E [a, b) then 
BS9 is a nilpotent operator in DR. 

Proof: If g(t) ~ t- S then BS9 (a8r) is the zero vector for any T E (b
S,b),(BS9 )

2(aSr) = 0 for any T E (b- 28,b), etc. Hence BS9 is a nilpotent 
operator. 

Now the existence theorem for functional differential equations with a gen
eralized right-hand side will be proved. 

Theorem 3. Suppose g is a piecewise monotone function, (13) is satisfied and 
there exist such constant 0' > 0 and such summable function r(t) that 

g(t) ~ t- 0', h(t) ~ t, IIK(t,s)il ~ r(t), s,t E [a,b], 

A has summable elements. Then the Cauchy problem (11), z(a) =a has one and 
only one solution zEDS for any FE L8, a ERn. 

Proof: Let y E S P. For each x = x r the measurability of x[ h( ·)) results from 
the measurability of the set {s E [a, b]l h(s) ~ t}. Then Shy is measurable as 
the limit of measurable functions. As A has summable elements then there exists 
such constant M > 0 that 

IIA/JIIL ~ M sup 11/J(t)il 
tE[a,b] 

for any bounded vector valued function /3. Since lly(t)il ~ IIYIIsp, IIAShyii£ ~ 
MIIYIIsP· Thus the operator ASh continuously acts from SP to L. For any 
y EDR 

therefore the operator K also continuously acts from DR to L. By applying the 
theorems 1,2 and the existence theorem for the equation (7) presented in the 
introduction we obtain solvability of the Cauchy problem (11 ), z( a) = a .. The 
proof of the theorem is completed. 

One can easily see that there are no additional constraints in Theorem 3 
compared with the corresponding existence theorem for the equation (7) with a 
summable right- hand side, only it is to be noted that only piecewise monotone 
functions g are considered. 

The following example shows that functional differential equations with im
pulses may have solutions while the corresponding equation without impulses is 
unsolvable. 
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Example. The equation 

Dx - x(1) + x(O) = 1 - 15~ 

has the solution 
x(t) = t - x~(t), 

2 

but the equation x(t)-x(1)+x(O) = 1 has no absolutely continuous solutions. 

Remarks. 1. Let the hypotheses of the theorem 3 be satisfied. Then (11) is 
the equation with aftereffect and {12} the solution z has the representation of the 
Volterra type 

z(t) = 1t G(t,s)f(s)ds + 1t C1(t,s)<p(s)ds + X(t)z(a), 

and Theorem 1 implies G = C, where Cis the Cauchy function in the represen
tation of the solution of (7). 2. Theorem 3 can be generalized to the case of the 
sum of weighted composition operators, i.e. to the equation 

nl n2 

Dz+ LBiSg;Dz+ LAiSh;z+KDz =F. 
i=l i=l 

In Theorem 3 the conditions g(t) ~ t- 15, h(t) ~ t, IIA(t)ll ~ r(t) have to be 
replaced by gi(t) ~ t- 8, hi(t) ~ t, IIAi(t)ll ~ ri(t), where ri are summable. 

These results can be applied to the investigation of functional differential 
equations perturbed by discontinuous random processes. 

Let f!(A,:F,P) be a probability space and the equation (11) have the right
hand side F = f + D~, where f is a random process with trajectories in L, ~ is 
a random process with trajectories in SP,J(·,w) E L,~(·,w) ESP almost surely 
(a.s). Such processes ~include, for example, Poisson random processes. It is to 
be emphasized that jumps of process ~ happen at random instants, therefore it is 
necessary to consider ~as an element of a certain function space with discontinuity 
points being not fixed. S P is exactly the space satisfying this condition. 

The equation (11) perturbed by a random process of this type can be rewrit
ten using (8) in the form 

b II d 

1 ~ J.l[at]nH· 
dz(t,w) + d ~ dm '(s)B(ui(s))dz(s,w) + 

a J=l 

+ (AShz)(t,w)dt + [1t K(t,s)dz(s,w)]dt = fdt + d~. (16) 
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By the solution of the equation (15) we will mean a measurable random 
process z with trajectories from D S satisfying the following integral relation a.s. 

b v d 
{ "\:""" J.l[a t)nH· 

z(t,w)- z(a,w) + }" ~ dm 1 (s)B(uj(s))dz(s,w) + 
a J=l 

+ 1t (AShz)(s,w)ds + 1t d( 1' K((,s)dz(s,w) = 1t f(s,w)ds + ~(t,w). 
(17) 

Theorem 4. Let the hypotheses of Theorem 3 be satisfied. Then the Cauchy 
problem (16), z(a) = a has one and only one solution in the space of processes 
with trajectories from DS a.s. for any a E R n and any processes f( ·, w) E 
L, ~(·,w) ESP a.s. 

Proof: For almost all wE f'l(A,F,P) both J(·,w) ELand ~(·,w) ESP. By 
Theorem 3 the Cauchy problem (16), z(a) =a has the unique solution with a 
trajectory from DS. Therefore z(·,w) E DS a.s. To complete the proof of the 
theorem it is enough to show that the process z is measurable. 

By the proof of Theorem 1 z = x + y, where 

k t 

y(t,w) = V(I + BS9 )-
1 D~ = ~(t,w) + L ( -1)i 1 [(BS9)iD~](s,w)ds, 

i=l a 

since the weighted composition operator BS9 is nilpotent. Here 

is the integral operator included in (16) (see (8)). One can easily see that y 
is measurable as the sum of measurable processes. Similarly by the proof of 
Theorem 1 

x(t,w) = 1t C(t,s)f(s,w)ds-

1t C(t,s)[AShV(I + BS9 )-
1 D~(·,w)- K(I + BS9 )-

1 D~(·,w)](s)ds 
is also measurable. Thus z(t, w) = x(t,w )+y(t,w) is measurable, which completes 
the proof of the theorem. 
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THE ASYMPTOTIC ATTAIN ABILITY AND EXTENSIONS 
IN THE CLASS OF FINITELY ADDITIVE MEASURES, 1 

A.G. Chentsov 

Institute of Mathematics of the Russian Academy of Science 
Ekaterinburg, Russia 

Abstract 

In this paper a problem of the asymptotic attainable set's construction by 
the perturbation of conditions is investigated. Conditions of asymptotic non
sensitivity with respect to certain kinds of perturbations are obtained. A correct 
extension in a special class of finitely additive measures is suggested. 

1. Introduction 

The perturbation of conditions is the typical phenomenon in many practical 
problems. Therefore the investigation of various regularizations plays an impor
tant role in extremal problems theory (see [1, ch. III] and bibliography [1,2]). 
Not infrequently for regularization constructions the apparatus of extensions and 
relaxations is exploited [1, ch. III, IV]. In particular, this approach is applied in 
the present article. The immediate application of the construction considered is 
the problem of domain of attainability investigation in the linear control systems 
with integral restrictions [3]. See [4-7] in this connection. 

2. General Definitions and Designations 

We use quantors, propositional connectives, ~ (the equality by definition). 
If X is a set, then denote by P(X) (by 2x) the family of all (of all nonempty) 
subsets of X; Fin( X) stands for the family of all finite sets from 2x. If A and 
B are sets, denote by BA the set of all mappings from A to B; for g E BA and 

C E P(A) let g1 (C) ~ {g(x): x E C}. The expression 

~ S[X =/;0]( ~ S[X # 0J) 
means: exist (for any) set X, X# 0. For a given set T the (DIR)[T] is the set 
of all directions in T [8,9]. If A and B are sets ~E (DIR)[A], f E BA, then we 
name the triple (A,~' f) as directedness in B; if moreover B is equipped with 

topology rand BE B, then expression (A,~,J).:!:.. B means the convergence of 
the directedness (A,~' f) toBin (B, r)[8, 9]. If (T, r) is a topological space and 

HE P(T), then we denote by cl(H, r) the closure of H in (T, r), r!H ~ { H n G: 
G E r }. Let V S[T =/; 0) 

T 

B[T] ~ {1i E 2P(T) I VA E 1i VB E 1i 3C E 1i: C CAn B} . 
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If P, T are non empty sets and r is a. topology T, then ~t ( r) denotes the natural 
topology of Tichonov's product of copies of (T, r) provided Pis the set of indexes; 

®P(r) is the topology ofTP. Let R be the real line, N ~ {1;2; ... };\fm EN: 
--A Ar 
1,m ={kEN I k:::; m}. Then we define~ S[T :f. 0] Vm E .1v: 

If kEN and (T, r), T:f-0 is a. topological space, then ®k[r]~ ®U(r); (Tk, ®k[r]) 
is the finite Cartesian extent of (T,r). 

3. Finitely Additive Measures 

We follow the stipulations of [10,11] in connection with finitely additive mea
sures (FAM). Fix a. nonempty set E and a. semialgebra. [11,12] £ of subsets E. 
Let (add)+[£] be the cone of a.ll real-valued non-negative FAM on£, and A(£) 
be the linear subspace of R.c generated by (add)+[£]. Let ~ be the pointwise 
order in R.c. If f1 E A(£), then denote by v~-' the supremum {J1; -f.l,} in A(£) 
with the order induced from (R.c, :S); v~-' E (add)+[£]. Let B* be the family 
of a.ll sets H E P(A(£)) such that 3c E [o, oo[VJ1 E H : v~-'(E) :::; c. Fix 
1J E (add)+[£]. Denote by (add)+[£; TJ] the cone of a.ll FAM f1 E (add)+[£] 
such that \IL E £: (TJ(L)) = 0 => (f1(L) = 0). Let A 11 [£] be the linear subspace 
of A(.C), generated by (add)+[£; TJ] (see [13,14]. Let B0 (E,.C) be the set of a.ll £
step functionals onE [10,11]; denote by B(j (E, .C) the positive cone of Bo(E, £). 
Let B( E) be the space of a.ll bounded functionals on E equipped with the sup
norm II· II [15, ch. IV]. Let B(E, £)denote the closure of Bo(E, .C) in (B(E), Jl·ll) 
and B+(E,.C) denote the positive cone of B(E,£). Then B(E,.C) with the norm 
induced from (B(E), II · II) is the Banach space. The topological conjugate to 
B(E, .C) space and the space A( .C) with the norm defined a.s variation are iso
metrically isomorphic; the simplest integral [10, p. 75] (used below) defines the 
natural bilinear form. Let r* be the corresponding to duality (B( E, .C), A(£)) 
*-weak topology A(£). Denote by rR (by re) the natural I ·!-topology (the dis-

crete tono1o~v (8 <l)\ nf .,.,t R Wa .rlannto ,.,.. ~ 10\.Ct- \I - ~ fO...Ct __ \)I 
, '_.----5J )vI-~ v~• ••• "" ~vw..n-.. '0- \()! \'RJIA(.C)1 IQ- I(Y ~/i} IA(.C)l 

M ~ {r,.;ro;r®}, r:!" ~ r,.l(add)+[.C)l ref~ rol(add)+(.cj, rt ~ r®l(add)+(.C)· Then 
V HE 8,.: r®IH = r*IH· Besides, r;t = rl C ref. 

4. The Property of Density 

If I E B(E, £), then we denote by I* 1J the indefinite TJ-integral of I (10, 
p. 76], I* 1J E A(.C). Denote by .:J the operator 

If-+ I* 1J: B(E, .C)--+ A( .C) . 
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If g E RE, then denote by IYI the functional 

x ~--+ lg(x)l: E-+ [0, oo[. 

We have (Vf E Bo(E,£): lfl E Bit(E,.C))&(Vg E B(E,£): IYI E B+(E,£)). 
The proof of the following statement is analogous to the arguments of [13,14]. 
Let V b E [0, oo[: 

M: ~ {! E Bt(E,£) I h fd1J::; b}, 

Mt ~ {! E B+(E, £)I L f d1J::; b }, 

M+(b) ~ {f E Bt(E,£) I L f drJ = b }, 

M+[b] ~ {! E B+(E,£) I L fd1J = b}, 

Mb ~ {! E Bo(E, £)I L lfld1J::; b }, 

Mb ~ {! E B(E, £)I L lfld1J::; b }, 

=:t ~ {tt E (add)+[£;1]] I tt(E)::; b}, 

3+(b) ~ {tt E (add)+[£; 17] I tt(E) = b }, 

=:b ~ {tt E A?J[£] I v~'(E)::; b }. 

Then V HE P(B(E,£)) : J 1(H) = {f * 1J: f E H}. It can be shown that the 
following holds, V bE [0, oo[, V T EM: 

st = d (J1(M:), r) = cl (J1(Mt), r), ( 4.1) 

:=:b = cl (J1(Mb), r) = cl (:11Mb), r) , (4.2) 

3+(b)=c1(:!1 (M+(b)),r) =d(J1 (M+[b]),r). (4.3) 

Relations ( 4.1 )-( 4.3) define the density property in the class of integral bounded 
subsets of B(E, £). Besides, V T EM: 

(add)+[£;7]]=cl(J1 (Bt(E,£)),r) =cl(:!1 (B+(E,£)),r), (4.4) 

A?)[£]=cl(J1 (B0 (E,£)),r) =c1(:!1 (B(E,£)),r). (4.5) 
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The relations ( 4.4 ), ( 4.5) have the sense of "weakened" approximate variants of 
Radon-Nikodym property; ( 4.4) and ( 4.5) differ from the famous Bochner state
ment [15, ch. IV]. The self Radon-Nikodym property is not valid in "universe" 

FAM in its pure form; see [16]. Let V b E [0, oo[: U(b) ~ {JL E A(.C)Iv~'(E) ~ b }. 
Denote by r0 the family of all sets G E P (A(.C)) such that V c E [0, oo[: U( c)nG E 
r.!u(c) (r0 is the bounded *-weak topology of A(.C)). Then 

Besides, ((add)+[.C], r;!") is the locally compact Hausdorff topological space. Then 

V H E P((add)+[.Cl) : d(H, r.) = cl(H, r 0). In particular, 

5. The Relaxations of Admissible Set and 
Problem of Asymptotic Attainability 

Fix a nonempty set r, an operator 

1 1-l- s"~: r---+ B(E,.C) (5.1) 

and the closed in (Rr, Q${ ( rR)) set Y E P(Rr). Let us consider the condition 

(5.2) 

(5.1) is a very non-regular condition. Therefore it is relevant to consider the 

relaxations of (5.2). Let VK E Fin(f)V£ E]O,oo[: f!(K,£) ~ {f E B0 (E,.C) I 
:::l VI-I T/ I' r s L d \ I \I - ' m, ~ t::. {~ / TF ' / T> ' ..Jy E _,_ v'"t E .n : UE "11 1])- YnJI S: £j. 1.nen 1 = H~li,£): \A,£) E 
Fin(f)x]O, oo[} E B[Bo(E, .C)J (see section 2). The family T defines certain 
asymptotics of the perturbed conditions. Let f 0 E P(f) be the set such that 
V1 E fo: S"~ E Bo(E,.C); then fo is the set of step-values ofthe operator (5.1). 
Denote V K E Fin(f)V £ E ]0, oo[: 

f!o(K,£) ~ {f E Bo(E,.C) !3y E Y: (V'Y E K n fo: 

fe S'"ffd1J = Y('Y))&(v, E K\fo: l(t S'"ffdrJ)- Y('Y)I ~ £)}. 
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Then To ~ { fl 0 (K, ~:) : (K, ~:) E Fin(f)x]O, oo[} E B[Bo(E, ..C)] is the various 
asymptotics of the perturbed conditions. We suppose V1i E B[Bo(E, ..C)] Vr E 
M: 

(1J-Lim)[1i;r]~ n cl{J1(H),r). (5.3) 
HE 'H. 

Besides, suppose that 

(5.4) 

The connection between (5.3) and (5.4) (where 1{ = T and 1{ =To) is set in the 
following statement [13,14]: 

Q = (17- Lim)['To; r*] = (17- Lim)[T; r*] c (17- Lim)['To; r0 ]. (5.5) 

The proof of (5.5) exploits the property of density from section 4 (see 4.5)). Let 
V c E [0, oo[V K E Fin(r)Vt: E]O, oo[: 

Then V c E [0, oo[: 

~ t::. 
O[K;~:Ic] = O(K,~:)n Me+€, 

fio[K; ~:ic] ~flo (I(,~:) n Me , 

fie(K, ~:) ~ O(K, t:) n Me . 

Tc ~ {fi[K; Elc]: (K, E) E Fin(f)x]O, oo[} E B[B0 (E, ..C)] , 

~ ~ { fio[K; t:!c]: (K, E) E Fin(f)x]O, oo[} E B[Me] , 

i ~ {fie(K, E): (K, E) E Fin(f)x]O, oo[} E B[Me] , 

nSe) ~ n n 3e = {Jl E 3c I cfe S-y dp, )-yEf E Y} . 

Theorem 5.1. Vc E [O,oo(Vr EM: nSc) = (17- Lim)('Tc;r] = (17- Lim)[~;r] 
= (1J- Lim)[Yc; r] . 

6. The Asymptotic Attainability, 1. 

Fix the Hausdorff space [8,9](0, 8), 0 i= <P and the continuous (in the sense 

ri17
) ~ r* IA'I[.c.], 8) operator w : A7)(..C] -+ 0. Denote by W the operator f ~--+ 

w(f * 1J): B0 (E,..C)-+8 • Then w1 (nSc)) coincide with the intersecting: 1) of all 
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sets cl (W1(H), 0), H E Tc; 2) of all sets cl (W1(H), 0), H E -r:!; 3) of all sets 

cl (W1 (H), 8), H E 7;;. The proof exploits the construction of compactification 

(4.2) where r = r*. Let V S[T ::/: ¢]: B0(T,E,C,q) ~ {(gt)teT E Bo(E,C? I 
T 

3c E (O,oo[Vt E T: JE l9tld1J ~ c}. We suppose V1t E B[Bo(E,C)J: 

(BW- as)[1t; OJ~ {wE 8 13 S[T ::/: ¢]3 ~E 
T 

E (DIR)(TJ3h E B0 (T,E,C,q): (V HE 1t3o: E T (6.1) 

V (3 E T: (a~ (3) ~ (h((3) E H))&((T, ~. W o h)~ w)} ; 

(6.1) is the corresponding 1t attractor of bounded convergence. 

Theorem 6.1. 

w1(U) == (BW- as)[To; OJ= (BW- as)[T; 0] . 

The proof of this theorem exploits the above-mentioned property of the set 
w1 (nSc)). 

7. The Asymptotic Attainability, 2 

Theorem 6.1 is the general statement about asymptotic insensitiveness of the 
attainable sets by the perturbation of part of the conditions. This statement is 
formulated in terms of attractors. We now consider the analogous statement in 

terms of neighborhoods. We denote V K E Fin(f): (Fin)[f I K] ~ {K E Fin(f) I 
Kck}. 

Theorem 7.1. Let c E [0, oo[ and H E P(8) be the neighborhood (in(8, 0)) 

{17, ch. 1] ofthe set w1 (nSc)). Then 3K* E Fin(f)3E* E]O,oo[VK E (Fin)[r I 
K*)VE E]O,E*]: d (W1 (fl(K;Eic]),O) C H. 

The proof of Theorem 7.1 exploits the property mentioned in section 6, of 

the set w1 (Q~c)), the construction of compactification with concrete values of the 
parameter bin ( 4.2). 

Until the end of this section let (9, 0) be the metrizable space. We suppose 
that p : 8 x 8 --t (0, oo( is the metric 8 generating the topology 0. Let VA E 

P(8)V f E)O, oo[: U~(A, E)~ {wE e 13 a E A; p(w, a)< E}. Then it is true (see 
Theorem 7.1): 

Theorem 7.2. 

V c E [0, oo[V (3 E)O, oo (3 k E Fin(r)3 l E]O, oo[VK E (Fin)[r I KJV E E)O, €'): 

W1 (flo[K;E I c)) c W 1 (fl[K;E I c]) c U~(W1 (flo[K;£ I c]),f3). 
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Abstract 

The study of weighted shift operator spectral properties is the central prob
lem in the investigation of Linear Differential Equations of Neutral Type. We 
present a new approach to the study of spectral properties of weighted shift 
operators in Banach spaces without Banach lattice structure. Our method is 
based on the theory of majorized operators on lattice-normed spaces. 

The idea of majorization means that if a linear operator is majorized by a 
(positive) majorant, then the majorized operator should inherit "good" proper
ties of its majorant. In this paper the hereditary spectral property for disjointness 
preserving majorized homomorphisms (DPH-operators) is established: the mod
ulus of the spectrum ja(T)I of DPH-operator is the trace of the spectrum of its 
majorant on the half line: 

la(T)I = a([T]) n [0; oo) . 

1. Introduction 

Many works have been dedicated in recent years to the investigation of the 
Linear Differential Operator of Neutral Type: 

k k 

(£x)(t) = x(t)- L Bi(t)x[gi(t)]- L Pi(t)x[hi(t)] = v(t), 
i=l i=l 

t E (a, b], 
and 

x(~) = <,o({}, x(~) = ¢>(~) ' if ~ f/. [a, b]. 
See, for example, [2] or [7). 

The main part in the investigation of such equations is the study of weighted 
shift operator 

(Sy)(t) = B(t)y(g(t)) , 
where B(t) is a matrix-function, in different functional spaces (see, for example, 
[6]). 

In particular, spectral properties of such operators give useful information 
about such properties of the operator £ as invertibility, existence of solutions, 
asymptotics and others. 
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In the present paper we present a new approach to the study of spectral 
properties of weighted shift operators in functional spaces without Banach lattice 
structure ( = spaces of Banach valued functions, spaces of tensor products, etc.). 
Our method is based on the theory of majorized operators on lattice-normed 
spaces. 

The theory of majorized operators on lattice-normed spaces was founded by 
L. Kantorovich in the 1930s. Further development of this theory took place only 
in the last decade (see [10], [11], [12]). The general idea of this theory can be 
defined as follows: if a linear operator is majorized by a positive one, called its 
majorant, then the majorized operator in some way inherits "good" properties 
of its majorant. Within the framework of this situation the question naturally 
arises: which properties of the positive majorant does the majorized operator 
inherit? (see [12], [11]). 

In this paper we discuss the hereditary spectral properties of disjointness pre
serving majorized homomorphisms (DPH-operator). We note that all weighted 
shift operators are included in this operator class. 

These hereditary properties are based on the invertibility criterion for DPH
operators (section 2) and on the generalization of Arendt's theorem (1) about the 
spectral decomposition of disjointness preserving regular operators on Banach 
lattices (section 3): the DPH-operator T can be decomposed into the direct sum 
of its DPH parts with specific property: each DPH part is the restriction ofT to 
the image of spectral projection canonically associated with some clopen subset of 
the spectrum a(T). We show that certain spectral projections of a DPH-operator 
have an ideal as image, and so one can decompose the operator while preserving 
its properties. As a result the next hereditary rule is established: the modulus of 
the spectrum la(T)I of DPH-operator is the trace of the spectrum of its majorant 
on the half-line: 

la(T)I = a([T]) n [0; oo) . 

Some consequences of this result for compact DPH-operators are discussed in 
Section 4. The disjointness of eigenvectors corresponding to distinct eigenvalues 
is established. This fact is analogous to the classical result of the orthogonality of 
eigenvectors of a Hermitian operator on a Hilbert space corresponding to distinct 
eigenvalues. This is a generalization of the main result of Wickstead [15] for 
lattice homomorphisms on Banach lattices. We also obtain that the compact 
irreducible DPH-operator possesses a strictly positive spectral radius (i.e. it can 
not be a quasinilpotent operator) and the compact quasinilpotent DPH-operator 
T generalizes the T -invariant order ideal in the lattice-normed space (see also 
[4]). 

Acknowledgement. The author is very grateful to Professor M. Drahlin and 
Professor M. Sonis for useful discussions. 
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2. Main Definitions and Properties 

For the general theory and terminology of Banach lattices and lattice-normed 
spaces we refer to [14], (8] and [10]. Throughout this paper we will denote by E 
an order complete Banach lattice and by X a complex vector space. 

An operator p : X -+ E is called a vector norm on X, if it satisfies the 
following conditions: 

a) p(x)~O; p(x)=Oifandonlyif x=O; 
b) p(x+y):$p(x)+p(y) (x,yEX); 
c) p(Ax) = jAjp(x) (A E C,x EX); 
d) for x E X and for disjoint et, e2 E E; from p( x) = e1 + e2 it follows that the 

representation x = x 1 + x 2 exists such that p( xi) = ei ( i = 1, 2). 
A vector space X endowed with the vector norm p is called a lattice-normed 

space and denoted by (X,p, E). 

Example 2.1. a) If X is a Banach space, then we can consider X as a lattice
normed space (X, II· II, 'R) with vector norm 11·11· 

b) If X = E is a Banach lattice, then modulus of elements is a positive 
operator I · I : E -+ E and all properties of vector norm are satisfied. Hence, we 
can consider ( E, I · I, E) as a lattice-normed space with the vector norm I · j. 

c) Let Y be a Banach space, and X= LP(v, Y) be the space of all Banach
value functions f: Q-+ Y, satisfying JQ llfi!Pdv < oo, where Q is a compact. It 

is easy to see that LP(v, Y) endowed with a vector norm p: ·)-+ 11!(·)11 is the 
lattice-normed space, normed by order complete Banach lattice LP(v). 

The lattice-normed space (X,p,E) is a bo-complete if sequence 

(xn) C X from p(xn - xm) ~ 0 it follows that there exists such x E X that 

p(x- Xn) ~ 0. The bo-complete lattice-normed space will a 
Kantorovich space (BKS). 

Obviously, if E is a Banach lattice, then a space (X,p, E) 
endowed with the scalar norm llxll = jjp(x)!IE is a space. If (X,p,E) is 
a BKS then a vector space X endowed with such norm is the space [11]. 

Definition 2.2. Let T E L(X). The operator T is called majorized there 
exists a positive operatorS E Lr(E) (Lr(E) is the space of all order bounded 
linear operators on E) such that 

p(Tx):::; Sp(x) 

for all x E X. 

Such positive operator S will be called a majoront of T. The set of all ma
jorants ofT is denoted by maj(T) C Lr(E). This set has a lower bound in 
Lr(E) and hence it has the infinum in the order complete Banach lattice Lr(E). 
This infinum will be named the exact majoront ofT and will be denoted by [T]. 
The space of all majorized operators on (X,p, E) will be denoted by M(X). If 
(X,p, E) is a BKS, that (M(X) , [·] , Lr(E)) is a BKS too, endowed with the 
vector norm [·] (see [12]). 
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Example 2.3. a) On a Banach space X all linear bounded operators T E L(X) 
are majorized under our definition. Indeed, for bounded operator T with IITII = 
c 2: 0 the linear operator M z = cz for all z E R is the majorant ofT. 

b) On a Banach lattice E all order bounded operators T E Lr(E) are ma
jorized by their modulus. 

Two elements x, y E X are disjoint (denoted as xdy) if p( x) 1\ p(y) = 0. If A 
is a subset of X, then the disjoint complement of A is given by {A }d = {y E X : 
ydx Vx E A}. Recall that a subspace J of X is called ideal in X if x E J, y EX 
and p(y):::; p(x) implies y E J. A subspace B of X is called a band if Bdd=B. A 
band is always a closed ideal. 

A linear operator T E M(X) is called a disjointness preserving operator if 
xdy implies TxdTy and is called an orthomorphism on X if xdy imply Txdy ( 
x, y EX). The set of all orthomorphisms on X is denoted by Orth(X). We will 
need the following characterization of the orthomorphisms on X. 

Proposition 2.4. {5) Let T E M(X). The following are equivalent: 
a) T E Orth(X) ; 
b) [T] E Orth(X) . 

3. DPH-Operators and their Invertibility 

In this section we will consider a special sub-class of disjointness preserving 
majorized operators on a lattice-normed space, which generalizes the class of 
regular disjointness preserving operators on a Banach lattice. 

Definition 3.1. Let T E M(X) be a disjointness preserving operator. The 
operator T will be called a DPH-operator if for each x E X , 

p(Tx) = [T]p(x). 

DPH-operators will be the central object of our investigation in the present 
p:1per. Note that all disjointness preserving regular operators on Banach lattices 
are DPH-operators. Indeed, from [1], 2.4.v it follows that all order bounded 
disjointness preserving operators on E satisfy the following assertion: ITI exists 
and satisfies ITzl = ITIIzl for all z belonging to Banach lattice X. In particular, 
ITI is a lattice homomorphism. 

Proposition 3.2. {5) Let T E M(X). The following assertions are equivalent: 
a) Tis a disjointness preserving operator; 
b) [T] is a lattice homomorphism. 
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Example 3.3. On LP(v, Y) (see example l.l.c) we consider a linear operator 

(Af)(t) = K o (h · /( </>(t))) , 

where </>maps the compact Q into itself, f E LP(v, Y), h E L00(v) and K is an 
isometric operator on the Banach space Y. Then A is DPH-operator. In fact, 

p(Af) = IIK(hf(</>))IIY = iihf(</>)IIY = hilf(<l>)iiY = T¢;p(f)' 

where (T¢>g)(t) = h · g(<f>(t)) is a weighted shift operator on the LP(v), i.e. T¢; is a 
lattice homomorphism (the sufficient conditions that operator T¢; acts to LP(z'), 
can be found in [2]). 

The dual space of a Banach space X is denoted by X'. If (X,p, E) is a 
lattice-normed space, then (X',[·], E') is also a lattice-normed space [11). The 
vector norm of a linear functional x' is determined as the exact majorant of x' in 
E' and denoted by [x']. If x EX and x' EX' then by (ll) 4.3, 

(x,x') ~ (p(x),[x']) (1) 

Theorem 3.4. LetT E M(X). Then T' E M(X') . Moreover, ifT is a disjoint
ness preserving operator, then [T'] = [T]'. 

Proof: First let us show that T' is majorized. Indeed, let T E M(X) and 
S E maj(T). Then for any x' EX' and 0 ~ e E Ewe have 

< e,[T'x'] > = < e,[x' oT] > ~ < Se,[x'] > = < e,S'[x'] > . 

As e was chosen arbitrarily then [T'x'] ~ S'[x'], i.e. T' E M(X'). 
Now let [T] be the exact majorant ofT and T be a disjointness preserving 

operator. Then [T] is a lattice homomorphism. For each fixed f' E E' 

sup(L [T'x~]: (xD C X', L [x~] ~ /'} ~ [T']f' . (2) 

On the other hand, let e E E+, x E X and p( x) = e. As [T] is a lattice 
homomorphism, then 

( e,sup{2)T'x~J: 2)x~] = /'}) 2:: (e,sup{[T'x']: [x'] = /'}) 2:: 
i i 

2:: sup{! (x,T'x') I: [x'] = / 1,p(x) = e} = 
= ( sup p(Tx),t') = ([T]e, /') = {e, [T]'J') 

p(x):$e 

As e was chosen arbitrarily, we have 

sup{L [T'x~]: (xD C X',L [x~] = !'} 2:: [T]'J' (3) 
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It follows now from (2) and (3) that 

[T']f' = sup{l)T'xD: (xD C X', l:)xD ~ !'} . 
i i 

Now from [12) 4.2 it can be seen that [T') = [T)'. 
The invertibility criterion for majorized DPH-operators can be formulated 

as follows (we use the scheme of proof [1] 2. 7). 

Theorem 3.5. LetT E M(X) be a DPH-operator, such that T' is also DPH
operator on X', then 

a) The operator T is invertible in M(X) iff the operator [T) is invertible in 
Lr(E). 

b) IfT is invertible, then r-1 is a DPH-operator and [T-1 ) = [T)-1 . 

Proof: Suppose that [T] is invertible. Then for each x E X 

(4) 

It follows that T is injective. Moreover, [T) is a lattice isomorphism, hence 
[T)' is a lattice isomorphism. By 3.3, [T') = [T)' , hence T' is a disjointness 
preserving operator. It follows from invertibility of [T'] that T' is injective. 
Therefore, (TX)0 = KerT' = {0}. This implies that (TX)- = X, i.e. T has 
dense image in X. From ( 4) it follows that T is invertible. Let us show that 
T- 1 E M(X). Suppose that f E E+· Then 

[T-1 ]f = sup{[T-1]g : 0 ::; g ~ !} = 

=sup{ p(x): x E X,p(Tx) = [T]p(x) ~!} = 

= sup{p(T-1 x): p(x):Sf} =[T-1
)/. 

Hence, [T-1) exists, and moreover [T-1] = [T)-1 . 

We show now that r-1 is a DPH-operator. Indeed, T-1 is a disjointness 
preserving operator, as [T- 1 J = [T) - 1 is a lattice homomorphism. To prove that 
T-1 is a DPH-operator, we show that p(T-1x) = [T- 1]p(x). In fact, for x EX 
we have 

p(x) = p(TT-1 x) = [T]p(T- 1x)::; [T][T-1]p(x) = [T][T]-1p(x) = p(x) .. 

It follows that p(T-1 x) = [T-1 ]p(x) for all x EX. 
To conclude the proof we show that if T is invertible then [T] is invertible on 

E. Suppose that Tis invertible. Then for each e E p(X)( e = p(x )) it follows from 
[T]e = 0 that p(Tx) = 0, that is equivalent to x E KerT. Since T is invertible, 
KerT = {0}. It follows that x = 0 and e = p(x) = 0. Moreover, for each f E p(X) 
there exists x EX such that Tx = y and p(y) =f. Hence, f = p(Tx) = [T]p(x). 
Since E+ = p(X) (from the definition of a lattice-normed space; see, for example, 
[11]), [T] is invertible. 
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4. Spectrum rule for DPH-operators 

We recall some standard definitions (see, for example, (1], p. 206- 209). Let 
F be a Banach space and A be a bounded operator on F. We denote by r(A) 
the spectral radius of A and by rm(A) the real number 

rm(A) = inf{j.Aj :A E O"(A)} . 

Note that rm(A) = r(A-1 )-1 if A is an invertible operator. For A E p(A) we 
denote by R(.A, A)= (.A- A)-1 the resolvent of A in point A. If I-AI > r(A), then 
A E p(A) and R(.A, A) is given by Neumann's series R(.A, A)= :E:,o An/ )..n+l. 

A spectral subset 0"1 of O"( A) is by definition an open and closed subset of 
O"(A). To such a set the spectral projection P given by 

P = -
2

1
. J R(.A,A)d.A 

1rZ c 

is canonically associated, where c is the positively oriented boundary of a Cauchy 
domain having O"t in its interior and O"z := O"(A) \ 0"1 in its exterior. P reduces 
A, that is, P A = AP, or equivalently, P F and Ker P are invariant under A. If 
A1 (respectively, A2 ) denotes the restriction of A to PF(respectively, KerP), then 
O"(Ai) = O"i (i = 1, 2). 

In general, if T E M(X), order properties of T are lost in the spectral 
decomposition. PX and KerP do not need to be sub lattice-normed spaces. The 
next theorem, however, relates Arendt's result [1] 4.1 to majorized operators on 
lattice-normed spaces and gives a positive result. 

ForsE (0; oo), we denote fs = {z E C: jzj = s}, and f =ft. LetT E L(X). 
If fan O"(T) = {0} and rm(T) < s < r(T), set 0"3 = {z E O"(T): lzl::; s}. Thus, 
0"8 (T) is a spectral subset of O"(T). 

Theorem 4.1. Let T be a DPH-operator on X. Suppose that there exists an 
s E (rm(T),r(T)) such that f 8 n O"(T) = {0}. Then the spectral projection 
belonging to 0"8 (T) has an ideal as image. 

Proof: Let 

P = 
2

1
. 
1
f R(>..,T)d>-., X1 = PX 

7rz r. 

and denote by T1 the restriction ofT to X 1 • Since r(T1) < s, we have for x EXt 

00 rn 00 rn 
R(s, T)x = R(s, Tt)X = L Cn~l )x = L Cn+I )x 

n=O n=O 

and 
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Since rn is a DPH-operator, then for all X E X 

Hence, for y EX such that p(y) ::; p(x) we have IITnyll ::; IITnxll . Indeed, [Tn] 
is a lattice homomorphism, so 

It follows, that IITnyll ::; IITnxll by virtue of norm monotonity in the lattice
normed space X. 

Hence, for all ). E r s and all y E X such that p(y) ::; p( X)' 

Moreover, 

that is 

(A E f s, p(y) :S p( X)) 

Consequently, for y E X satisfying p(y) ::; p( x ), 

(since the series is uniformly convergent for ). E r s). 
We have proved that y E xl if p(y)::; p(x) for some X E Xl; that is , xl is 

an ideal. 
If J is a dosed ideal which is invariant under a bounded operator A on X, 

then we denote by AIJ the restriction of A to J and by AJ the operator on X I J 
induced by A (this is , AJ( x + J) = Ax + J for all x + J E X I J). The ideal in 
E respective to J by vector norm p we denote by I. 
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Lemma 4.2. Let T be a DPH-operator on X. Let J be a dosed ideal of X. 
Then T J ~ J iff [T]I ~ I. If T J ~ J, then TIJ and TJ are DPH-operators. 
Moreover, [TIJ] = [T]Ir,[TJ] = [T)I. 

Proof: The first assertion follows from the definition of a DPH-operator. In 
fact, suppose that T J ~ J, we show that [T]I ~I. 

Let x E J(p(x) = e,e E I), then Tx E J, but p(Tx) = [T]p(x) = [T]e. 
Hence, as Tx E J, then [T]e E I. Conversely, suppose that for each e E I we 
have [T]e E I and let x E J, then p(x) = u E I and p(Tx) = [T]u E I. It follows 
that Tx E J. 

Let J be a closed ideal in X which is invariant under T. We show that TIJ 
and TJ are DPH-operators. Indeed, the restriction ofT on the invariant dosed 
ideal J preserves the equality p(Tx) = [T]p( x) for all x E J, and [T) is a lattice 
homomorphism on I, hence, r,J is a DPH-operator on J. Let X E J, then 

[T]IIP(x) = p(Tx) = p(Tpx) = [Tp]p(x). 

Suppose that q denotes a vector norm on X/ J, then 

q(TJ(x + J)) = q(Tx + J) = p(Tx) +I= [T]p(x) +I 
= [T]I(p(x) +I)= [T]I(q(x + J)). 

Hence, [TJ] = [T)I. Since [T]I is a lattice homomorphism, we see that TJ is a 
DPH-operator on X/ J. The proof is complete. 

To show the use of Lemma 4.2 in our context let us assume that we are 
in the situation of Theorem 4.1. Let J = P X, where P is the spectral pro jec
tion associated with o"s(T). Then T

1
J and TJ are majorized DPH-operators and 

cr(Tp) = cr9 (T) and a(TJ) = cr(T) \ cr8 (T). In particular, r(Tp) < s < rm(TJ) 
. We have found a spectral decomposition ofT into the two DPH-operators TJ 
and Tp. 

We will now use this property to prove a relation between cr(T) and a([T]). 
To simplify the notation we set 

lcrl = {lzl : z E a} C [0, oo) 

if a is a subset of C. 

Theorem 4.3. LetT and T' be DPH-operators on X and X', respectively. Then 

ia(T)I = a([T]) n [0, oo) . 

Proof: a) We show that r(T) = r([T]). First of all, for DPH-operators the 
operator norm in Banach algebra L(X) coincides with one in M(X). In fact, 

IITIIL(X) = sup IITxll = sup llp(Tx)ll = 
Hxll$;1 llxll llxll$;1 llp(x)ll 

sup II[T]p(x)ll = II[TJII. 
llp(x)ll$1 llp(x)ll 
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On the other hand, IITIIr = IITIIM(X) = II[T]II ( see, for example, [3]), hence 
IITIIL(X) = IITIIr· 

Second, for all DPH-operators [Tn] = [T]n. Indeed, 

Now, from the spectral radius formula, we have 

= lim [n]II[T]nllu(X) = r([T]) . 
n_,.oo 

In conclusion, we have r(T) = r([T]). 
b) We show that rm(T) = rm([T]). By 3.5, rm(T) = 0 if and only if rm([T]) = 

0. Suppose now that Tm(T) > 0. Then r-1 is a DPH-operator and [T-1
] = [T]-1 . 

Therefore it follows from a) that rm(T) = r(T-1 )-1 = r([Tt1 )-1 = rm([T]). 
c) We show that a([T]) n (rm(T), r(T)) = la(T)I n (rm(T), r(T)). Let s E 

(rm(T), r(T)) and suppose that s ¢ la(T)I. Then r s n a(T) = {0}. By 4.1 , there 
exists a closed ideal J of X which is invariant under T, such that r(Tp) < s < 
rm(TJ ). It also follows from 4.1 and b) that [T]leaves invariant the respective 
closed ideal I of E (see 4.2) and r([T]IJ) < s < rm([T]J). Since a([T]) ~ 
a([T]IJ) U a([T]J ), we conclude that s ¢ a([T]). Conversely, let s E (rm(T), r(T)) 
such that s ¢ a([T]). Since [T] is a lattice homomorphism, z E a([T]) implies 
lzl E a([T]) (see, for example, [14] V.4.4). Therefore, r s n a([T]) = 0. By 4.1 
there exists a closed ideal I, which is invariant under [T], such that r([T]II) < s < 
rm([T]I). It follows from 4.3 a) and b) that r(TIJ) < s < rm(TJ) for respective 
J C X. Since a(T) ~ a(TIJ) U a(TJ), we can conclude that s ¢ la(T)J. 

d) We prove the equality in the theorem. Let s E a([T]) n [0, oo ). If s E 
(rm(T), r(T)), then s E la(T)I by c). If s = r(T) (respectively, s = rm(T)), 
then s E ia(T)I, because f r(T) n a(T) f:. 0 ( respectively, f rm(T) n a(T) f:. 0). 
Conversely, let s E la(T)I. Again, if s E (rm(T), r(T)), then s E a([T]) by c). 
If s = r(T) = rm([T]), then s E a([T]) because r([T]) E a([T]). Finally, let 
.s -= rm(T). If rm(T) = 0, then rm([T]) = 0 by b). Therefore, s = 0 E a([T]). 
If rm(T) > 0, then rm([T]) = r([T]-1)-1 . Since r([T]-1 ) E a([T]-1 ), it follows 
that s = r([T]-1 )-1 E a([T]-1 )-1 = a([T]). The proof is complete. 

Recall that a bounded operator T on X is called irreducible if there exists 
no dosed ideal J f:. 0, X, such that T J C J. 

Corollary 4.4. Let T and T' be DPH-opera.tors. If T is irreducible then 

la(T)I = [rm(T), r(T)] . 
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Remark 4.5. a) The result of Theorem 4.3 extends theorem 4.4 [1] on ma
jorized DPH-operators on the Banach-Kantorovich spaces. The proof of this one 
was modified for the work with majorized operators. 

b) In the case of weighted shift operators on the Banach modulus over uni·· 
form algebras a similar result was announced in [9]. 

5. Compact DPH-operators 

In this section we show some interesting consequences of Theorem 4.3. 
We begin with a statement about compactness of exact majorants for com

pact DPH-operators. The full discussion about the existence of compact majo
rants for compact majorized operators can be found in (3]. 

Proposition 5.1. Let T be a compact DPH-operator on the BKS X. Then [T] 
is a compact lattice homomorphism on E. 

Proof: Let BE be the unit ball in E and let (en) C BE be a sequence. Suppose 
that (xn) C X such that p(xi) = ei(i = 1, 2, ... ), then (xn) C Bx, where Bx is 
a unit ball in X. Hence, since T is compact, from ( xn) we can choose a subse
quence (xn; ), such that (Txn;) converges in X. We show that, for corresponding 
subsequence (en;), ([T]en;) converges in E. In fact, for any k and m 

II[T]em- [T]ekiiE = ii[T]p(xm)- [T]p(xk)ii = llp(Txm)- p(Txk)il ~ 

~ llp(Txm- Txk)iiE = IITxm- Txkllx . 

It follows that ([T]en;) is Cauchy sequence in E and, by virtue of completeness 
of E, it converges in E. 

We show that for a compact DPH-operator the eigenvectors which corre
spond to the different eigenvalues are disjoint. 

Theorem 5.2. Let T be a compact DPH-operator. Suppose that A and J.L ( 

IAI =f. IPI =f. 0) are eigenvalues ofT and x, y E X are corresponded eigenvectors, 
then xdy. 

Proof: Since Tis a compact DPH-operator, by virtue of 5.1, [T] is a compact 
lattice homomorphism. It follows from 3.3, that IAI, IPI E o-p([T])(up([T]) denotes 
the point spectrum of the linear operator [T]), and p(x ),p(y) are the correspond
ing eigenvectors of [T]. Now from [15) we have p(x) 1\ p(y) = 0. It follows that 
xdy. · 

Recall that a linear bounded operator T is called quasi nilpotent if its spectral 
radius r(T) = 0. 

Proposition 5.3. Let T E M(X). If T has quasinilpotent majorant, then T is 
quasinilpotent operator. 

Proof: In fact, let S E maj(T), r(S) = 0. For each n E N we have IITnll ~ 
IISnli· Hence, by the spectral radius formula, r(T) ~ r(S). 
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We notice that if Tis a DPH-operator, then, by 4.3, we have r(T) = r([T]). 
We now formulate sufficient conditions for a compact DPH-operator that 

guarantee r(T) > 0. 

Theorem 5.4. If T is a compact irreducible DPH-operator, then r(T) > 0. 

Proof: If [T] is exact majorant ofT, then [T] is a compact (by 5.1), irreducible 
(by 4.2), positive operator and by 4.3 r(T) = r([T]). By virtue of de Pagter's 
theorem [13], r([T]) > 0 . It follows, that r(T) > 0. 

We conclude this section with a statement about the existence of nontrivial 
invariant ideals for DPH-operator (s.f. [4]). 

Theorem 5.5. Let T '# 0 be a quasinilpotent compact DPH-operator on X. 
Then a T -invariant nontrivial ideal exists in X. 

Proof: Indeed, suppose that T is irreducible; then by 5.4, r(T) > 0. Hence, a 
T-invariant ideal exists in X. 
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NEW CONCEPT IN THE STUDY OF 

DIFFERENTIAL INEQUALITIES 

Alexander Domoshnitsky 
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Technion- Israel Institute of Technology 

Haifa 32000, Israel 

Abstract 

New assertions on differential inequalities for systems of functional-differ
ential equations are proposed. Main results are based on constructing a cor
responding scalar functional-differential equation for single component of the 
solution vector. 

Tests of positivity of elements of Green's matrix for some boundary value 
problems are discovered. 

1. Introduction 

Let us consider the following functional-differential equation (FDE) 

(Mx)(t) =: x(t) + (Tx)(t) = f(t), t E [a,b], (1) 

where T : C -+ L is a linear bounded operator, L is the space of summable 
functions y : [a, b] -+ Rn, C is the space of continuous functions x : [a, b] -+ Rn. 

The main reason for consideration (1) is the use of equations with delayed 
argument, integra-differential equations and some of their "hybrids" in the math
ematical description of real processes (see for example [9,17]). Note another use 
of FDEs, namely, they are an important instrument for investigations of ordinary 
differential systems. The principal results of this paper are connected with the 
idea of constructing a corresponding scalar FDE of the first order for a single 
component Xr of the solution vector x, and using known results for this scalar 
equation. In this connection the importance of the study of scalar FD E essentially 
increases. 

Differential inequalities for FDEs were considered in the monographs of 
N.V. Azbelev, V.P. Maksimov, L.F. Rakhmatullina [1], V. Lakshmikantham, 
S. Leela [13), J. Schroder [18]. Note the recent results on the scalar FDE of 
the first order [2,6,7 ,8,11,12,15]. Some analogues of theorems known for ordi
nary differential equations due to de la Vallee-Poussin [19], S.A. Chaplygin [4], 
J.E. Wilkins [21], T. Wazewsky [20] are obtained in the paper. 

The research was supported in part by a grant from the Ministry of Science and Tech
nology, Israel, and the "MA-AGARA"- special project for absorption of new immigrants, 
in the Department of Mathematics, Technion. 
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Let l : C - Rn be a linear bounded functional. If the homogeneous boundary 
value problem M x = 0, lx = 0 has only trivial solution, then the boundary value 
problem 

Mx = j, lx = 0 (2) 

has, for each f E L, a unique solution, which has the representation [1,3] 

x(t) = 1b G(t,s)f(s)ds, (3) 

witere matrix G(t,s) is called Green's matrix of problem (2). 
From formula (3) it is clear that the key problem in the consideration of dif

ferential inequalities is that of the positivity of Green's matrix. If Green's matrix 
of boundary value problem (2) is positive, then it follows from the conditions 

(Mx)(t) 2: (My)(t), t E [a,b], lx = ly, that x(t) 2: y(t), t E [a,b] (4) 

Property (4) is also known as Chaplygin's problem [4,14]. 

2. Main Results 

Let C(t,s),G(t,s),P(t,s) be Green's functions of the boundary value prob
lems 

(Mx)(t) = f(t), t E [a,b], x(a) = 0, 

(Mx)(t) = f(t), t E [a,b], x(b) = 0, 

(Mx)(t)=J(t), tE[a,b], x(a)-x(b)=O. 

(5) 

(6) 

We define an operator K: C- C by the formula (Kx)(t) = ftb(Tx)(s)ds. 
Theorem 1 determines relations between the following assertions for the 

scalar FDE of the first order: 
1) there exists a nonnegative absolutely continuous function v such that 

v(b) -lb(Mv)(s)ds > 0, 

2) the spectral radius of the operator K is less than one, 
3) problem (5) is uniquely solvable and its Green's function is negative for 

a ~ t ~ s ~ b and nonpositive for a ~ s < t ~ b, 
4) the Cauchy function C(t,s) of equation (1) is positive, 
5) a nontrivial solution of the homogeneous equation M x = 0 has no zeros on 

[a, b], 
6) problem (6) is uniquely solvable and its Green's function P(t, s) is positive 

fort, s E [a, b]. 
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Theorem 2. Let 
1) Tij (i,j = 1,2) be Volterra operators, 
2) T21 be a negative operator, Tij be positive operators for other indices, 
3) a nontrivial solution of the scalar equation 

x1(t) + (Tuxi)(t) = 0, t E [a.b), (12) 

have no zeros, 
4) there exist a function v = col(vllv2) such that v2(t) > O,(M;v)(t)::; 0 for 

t E [a, b), i = 1,2, v1(a)::; 0. 
Then we have C21 (t,s)?: 0, C22 (t,s)::; 0, R 21 (t,s)::; 0, R22(t,s)?: 0 

fort E [a, b] and almost all s E [a, b]. 

Formulate several corollaries for system (7) of the second order ( n = 2). 

Corollary 1. Let conditions 1) and 2) of Theorem 2 hold, 

gu(t)?: max[g12(t),g2l(t),gzz(t)] 

and let there exist k > 0 such that 

k 
IP21I + P22 ::; --k ::; Pu - P12 

gue 

Then 1) C 21 (t,s)?: O,C22 (t,s)?: 0 fortE [O,+oo) and almost all s E [O,+oo), 2) 
for each bE (O,+oo) we have R21(t,s)::; 0, R22(t,s)::; 0 fortE [O,b] and almost 
all s E [0, b]. 

Corollary 2. Let conditions 2) of Theorem 2 hold and 

IP2II + P22 + Pl2 ::; Pll . (13) 

Then, for the system of ordinary differential equation assertions 1) and 2) of 
Corollary 1 hold. 

Inequality ( 13) is best possible in the following sense. For arbitrary positive E 

there are constant coefficients [pij], i, j = 1, 2 such that IP21I + P22 + P12 ::; Pn + E, 

but all roots of the characteristic equation are imaginary and so each element of 
the Cauchy matrix changes its sign. 

For boundary value problem (5) in the case n = 2 we propose the following 
result. 

Theorem 3. Let 
1) Tn, T22 be positive, T12, T21 be negative, 
2) Green's function G1 ( t, s) of the scalar boundary value problem, which con

sists of equation (12) and boundary condition x1 (b) = 0, be negative, 
3) there exist a function v = col( vb v2) such that 

(M1 v)(t)?: 0, (M2v)(t)::; O,v1(b) = 0, v2 > 0, t E [a, b). 

Then we have G21(t,s)?: O,G22 (t,s)::; 0 fortE [a,b] and almost all s E 
[a, b]. 
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3. Proofs 

Proof of Theorem 1. We prove the first part of Theorem 1 according to the 
following scheme 1) => 2) => 3) => 1). 

1) => 2). The function v satisfies the integral equation v = Kv + 'lj;, where 

'lj;(t) = v(b)- ft\Mv)(s)ds,t E [a,b]. Since 'lj; > 0, then by virtue of [10] the 
spectral radius of the operator K is less than one. 

2) => 3). The equation x = Kx + g, where g(t) =- ftb f(s)ds, is equivalent 
to problem (5), which is uniquely solvable and its solution can be represented in 
the form 

x(t) = g(t) + 1b (G(t, s)- Go(t, s))f(s)ds, 

where G0 ( t, s) = -1 for a ::; t < s ::; b, Go( t, s) = 0 for a ::; s ::; t ::; b. Here, if 
f ::; 0, then 0 ::; g ::; x. Consequently, G( t, s) ::; Go ( t, s ). 

3) => 1). The function v(t) =- J: G(t,s)ds satisfies condition 1. 
4) => 6). Problem (6) is uniquely solvable if and only if x(a) =f. x(b) for 

nontrivial solutions of the equation M x = 0. Since T is a nonzero operator and 
any nontrivial solution has no zero (let x be positive ),then 

x(b) = x(a) + 1b x(t)dt = x(a) -1b(Tx)(t)dt < x(a). 

The positivity of P( t, s) follows from the representation 

C(b,s) 
P(t,s)=C(t,s)+C(t,a) ( ) 

1- C b,a 

6) => 5). Setting t < s in the last formula, we obtain that the function 
C( t, a), which is directly proportional to any solution of M x = 0, cannot have 
zeros on [a, b]. 

To prove the implication 5) => 1) it is sufficient to set v(t) = C(t,a). The 
implication 2) => 4) has been proved in [6]. 

Proof of Theorem 2. Let us express x1 in terms of x2 from the first equation 
of the system (11): 

x1(t) = -1t C1(t,s)(T12x2)(s)ds+ 1t C1(t,s)fi(s)ds+C1 (t,a)x1(a), 

where C1(t,s) is the Cauchy function of the scalar equation (12). 
Substituting this expression of x1 into (11) at i = 2, we obtain the first order 

equation of the following type: 

x2(t) + (Tx 2)(t) = u(t), t E [a, b] (14) 
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where T : C -+ L is determined by the formula 

(Tx)(t) = (T22x)(t)- (T21 1t(T12x)(s)ds)(t), 

u(t) = h(t)- (T211t C1(t,s)!t(s)ds)(t)- xt(O)(T21C1(t,O))(t). 

Since v1 (0) ~ 0, Miv ~ 0 fori= 1, 2, the function v2 satisfies the inequality 

v2(t) + (Tv2)(t) ~ 0, t E (a, b] . 

Using the equivalences 1) {:::} 5) and 1) {:::} 3) of Theorem 1, we obtain the positivity 
of the Cauchy function CT(t,s) of equation (14) and the negativity of Green's 
function GT( t, s) of the boundary value problem 

x2(t) + (Tx2)(t) = u(t), t E (a, b), x2(b) = 0. 

Using formula (3) of the solution's representation we obtain 

lt CT(t,s)u(s)ds = lt C21(t,s)fi(s)ds + lt c22(t,s)h(s)ds' 

lb GT(t,s)u(s)ds = lb R21(t,s)!I(s)ds+ lb R22(t,s)h(s)ds. 

If ft ~ 0, h ~ 0, then u ~ 0. Since CT(t,s) is positive, then C2t(t,s),C22(t,s) 
are also positive. Since GT(t,s) is negative, then R21 (t,s),R 22 (t,s) are also 
negative. 

To prove Corollaries 1 and 2 we substitute v 1 = -e-kt, v2 = e-kt into 
condition 4 of Theorem 2. 

The proof of Theorem 3 is similar to the proof of Theorem 2. 
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OSCILLATION PROPERTIES OF DISCRETE DIFFERENCE 
INEQUALITIES AND EQUATIONS: THE NEW APPROACH 

Yuri Domshlak * 
Ben-Gurion University of the Negev 

Beer-Sheva 84105, Israel 

Abstract 

This paper presents a new approach to the investigation of oscillatory prop
erties of discrete difference equations and inequalities. 

New conditions are obtained, which guarantee that all solutions of dif
ference equation having one or two argument delays are oscillatory (including 
equations with oscillating coefficients). Upper estimates are derived for sign 
preserving intervals of the solutions. It is shown that most of conditions and 
estimates cannot be improved. 

0. Introduction 

Recently, interest in the qualitative theory of delay difference equations (in 
discrete and continuous time) has increased. The research concentrates on the 
study of oscillation properties of these equations. In this direction the group of 
researchers headed by G. Ladas was very productive (see [1] for the present state 
of the art of their work). Research in this field was also carried out by the author 
and his collaborators (see [2] for their main results; detailed bibliography can 
be found in [1] and [2]). The present paper continues the research of oscillation 
properties for discrete difference equations started in [3]. The research method 
is based on elaborating discrete analogues of the classical Sturmian Comparison 
theorem, the Sturmian Oscillation theorem and the Sturmian Zeros-separation 
theorem for the second order differential equation. More exactly, the discrete ana
logues of the theory developed by the author in (4] for delay differential equations 
is presented here. 

1. Sturmian Comparison Theorem 

Consider two delay difference inequalities: 

N M 

l[x]i = x(i+1)-a(i)x(i)+ Li/k)(i)x(i-k)+ I::c<l)(i)x(i+l) ~ 0, i;::: io (1) 
k=l ~~ 

and 

* Results of this paper were presented at the seminar "Functional-differential equa
tions" (1992, Ariel, Israel). A complete version of the results will be published in two 
papers in the journal "Differential and Integral Equations" (Y.Domshlak, Sturmian com-

parison in oscillation study for discrete difference equations, Part I and Part II) 
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N M 

~Y]i = y(i-1)-a(i)y(i)+ L:'b<k>(i+k)y(i+k)+ L:c<l)(i-l)y(i-l) 2: o, i;:::: io 
k=l 1=1 

(2) 
where a( i); a( i); bk( i); bk( i), k = 1, N; c(l), C(l), l = 1, M are defined on i 2:: i 0 . 

Here we use the following notations: the segment (n, m) is defined as 

p-1 

(n,m) = {n,n+ 1, ... ,m -l,m} C Nand Lki ~f 0. (3) 
i==p 

Lemma 1. For arbitrary sequences of numbers {x(i)}, {y(i)} on any segment 
(n, m) the following identity holds: 

q q q 

L l[x]iy(i) = L ~Y]ix(i) + L [a(i)- a(i)]x(i)y(i)+ 

N { q p+k 
+ 2::: 2::: [b<k>(i)- t;<k>(i)Jx(i- k)y(i) + 2::: b(k)(i)x(i- k)y(i)-

k=l i=p+k+l i=p+l 

q+k } M { q-1 

- i!;l {;(k)(i)x(i- k)y(i) + ~ i!;l[c(i)- c(i]x(i + l)y(i)+ 

q p } 
+ 2::: c(i)x(i + l)y(i)- :L c(i)x(i + z)y(i) -

i=q+l-1 i=p-lr 

x(p + l)y(p) + x(q + l)y(q) . (4) 

The proof is carried out by means of the following equalities: 

q q 

L x(i+l)y(i)= L x(i)y(i-1)-x(p+l)y(p)+x(q+l)y(q); (5) 

1 q q 

- 2::: a( i)x( i)y( i) = 2::: rae i) - a( i)Jxc i)y( i) - 2::: a( i)x( i)y( i) ; c 6) 
i=p+l i=p+l i=p+l 

q q 

L b(k>(i)x(i- k)y(i) = L {;(k)(i + k)x(i)y(i + k)+ 
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q ~k 

+ L [b(k)(i)- {;(k)(i)]x(i- k)y(i) + L b(k)(i)x(i- k)y(i)-

q+k 

L {;(k)(i)x(i-k)y(i), k=1,N; (7) 
i=q+l 

q q q-1 

2:: c(l)(i)x(i + z)y(i) = 2:: c(i -z)x(i)y(i -l) + 2:: rc<l)(i)- c<l)ci)Jx 
i=p+l i=p+l i=p+! 

q 

xx( i + l)y( i) + L c(l)( i)y( i)x( i + l)- L C(l)( i)x( i + l)y( i) , l = 1, M (8) 
i=q+l-1 

The following comparison theorem is a discrete analogue of the classical 
Sturmian Comparison theorem. More precisely, this is an analogue of our com
parison theorem for differential inequality with mixed delay ([8], Theorem 1, or 
[4], Theorem 4.1) 

N M 

x'(t) + L bi(t)x[t- ri(t)] + L ci(t)x[t + Jli(t)]:::; 0 . (9) 
1 1 

Theorem 1. Let q-p > R = max{ N, M}. Suppose that the following conditions 
hold: 

1. {;(k)( i) ~ 0, i E (q + 1, q + k), k = 1, N ; 

21>(i) ~ 0, i E (p+ 1-l,p), l = 1,M 

2. There exists y( i) satisfying (2) on the segment (p, q) such that 

(10) 

y(i) > 0, i E (p+ 1,q); y(i):::; 0, i E (p- M,p) U(q+ 1,q+ N) (11) 

3. The following inequalities hold: 

a(i):::; a(i), i E (p+ 1,q) 

b(k)(") {0, iE(p+1,p+k) -
z ~ {;(k)(i), i E (p+ k + 1,q) ' k = 1,N 

c<!)(i)~ {r\oc,l)(i), iE (p+1,q-l) l= 1M 
i E (q- l + 1, q) ' ' 

(12) 

(13) 

(14) 

4. At least one of the inequalities (12)-(14) becomes a strict inequality for some 
number i. Then there is no solution x(i) of the inequality (1) for which 
x( i) > 0 on the segment (p- N, q + M) 

Proof: Suppose that there exists a solution x( i) > 0 of (1 ). Let us write the 
identity ( 4) for x( i) andy( i), satisfying (2). In view of the conditions of Theorem 
1, all terms of the right-hand side of (4) are non-negative and at least one is 
strictly positive. At the same time, the left-hand side of ( 4) vanishes. 
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Corollary 1.1. If the conditions of Theorem 1 hold, then there are no solutions 
of the equation 

l[x]; = 0, i 2: io 

preserving the sign on the segment (p - N, q + M). 

(15) 

Corollary 1.2. If there exists a sequence of segments (Pn, qn), Pn --+ oo, satis
fying the conditions of Theorem 1, then there is no positive solution of inequality 
(1) and non-oscillating solution of equation (15) on (io, oo). 

Remark 1. We impose conditions on segments (Pn- R, qn + R) only. For the 
segments ( qn + R + 1, Pn+l - R- 1) no limitations are imposed on the coefficients 
of inequality (1)! 

2. Sturmian Oscillation Theorem and Sturmian 

Zeros-separation Theorem 

Definition 1. The segment (p, q) C N is called the large half- cycle of the 
equation 

(16) 

if q- p > max{N, M}, and if there is at least one solution y( i) of (16) satisfying 
(11). The segment (p- M, q + N) is called extended half-cycle of (16). 

If for any p0 there is a large half-cycle (p, q) of (16), p0 < p < q, we say that 
equation ( 16) is regularly oscillatory. 

The next statement follows from Theorem 1: 

Theorem 2. Letb(i) 2:0, c(l>(i) 2: O,k = 1,N, l = 1,M,i = 1,oo. Ifthe 
equation (16) is a regularly oscillatory equation and conditions 3-4 of Theorem 
1 hold, then all solutions of equation (15) are oscillatory. If there is at least one 
non-oscillatory solution of equation (15), then there is no regularly oscillatory 
solution of equation (16). 

This statement is an exact discrete analogue of the classical Sturmian Oscil
lation theorem for the second order differential equation, and (more exactly) is a 
discrete analogue of the Corollary 4.1.2 in [4] for the first order delay differential 
equation (9). 

Put in (16) a( i) =: a( i), ];(k)( i) =: b(k)( i), c\1)( i) =: c<l)( i) : 

N M 

y(i- 1)- a(i)y(i) + :L>(k)(i + k)y(i + k) + :~:::>(l)(i -l)x(i -l) = 0 (17) 
k=l i=l 

Theorem 3. Let 

(k) . (I) . - -- . --b (z)2:0,c (z)2:0,k=1,N,l=1,M,z=1,oo. (18) 
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Then there is no extended half-cycle of equation (17) in the half- cycle of (15 ), 
and vice versa. 

This statement is an exact discrete analogue of the classical Sturmian Zeros
separation theorem for the second order differential equation and of Theorem 4.5 
in [4] for delay differential equations. 

Theorem 3 makes it possible to estimate the length of the sign-preservating 
segments of the solutions not only from above, but from below as well (for large 
half-cycles). The exact formulation of the relevant statement is as follows: 

Corollary 3.1. Suppose that 
1. (18) holds. 
2. The segment (p1 , q1 } is a half-cycle of equation (17), and 

3. x( i) is a solution of equation (15 ), such that 

x(i) ~ 0 on (p- R, q} and x(i) > 0 on (p + 1,p+ R} 

Then x( i) preserves the positive sign on the segment (p + R, q1}. 

Let us demonstrate this statement for a simple case, i.e. for the equation 

x(i + 1)- a(i)x(i) + b(i)x(i- 1) = 0 (19) 

Corollary 3.2. Let b( i) 2:: 0 Vi, q- p 2:: 3, and the segment (p, q} is a half-cycle 
for the equation 

y(i- 1)- a(i)y(i) + b(i + 1)y(i + 1) = 0. (19') 

Ifp1 2:: p+ 1 and x(i) is a solution of(19), for which x(i) ~ 0 on (Pt-1,p1}, 

x(i) > 0 on (PI+ 1,p1 + 2), then x(i) preserves the positive sign on the whole 
segment {Pt + 2, q). 

3. Applications to Some Special Cases 

Theorems 1 and 2, as well as any comparison theorem, have relative char
acter. The problem is that in each particular case we must formulate sufficient 
conditions to guarantee the fact that the inequality (2) has the solution y( i), 
possessing the properties (11). These conditions must be formulated in the terms 

of the properties of coefficients a( i), b( i), C( i). This problem is a difficult one. A 
special method has been developed in [4] for the analysis of the analogical prob
lem for delay differential equation. We describe below the discrete version of this 
method. 
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3.1 Inequalities and equations with one la.g. 
3.1.1 Consider the inequalities 

l[x)i = x(i + 1)- a(i)x(i) + b(i)x(i- k) ~ 0, i;::: io (20) 

T[y]i = y(i -1)- a(i)y(i) + b(i + k)y(i + k);::: 0, i;::: io (21) 

for a given number k E N. 
Suppose that the sequence {m(i)}, m(i) f; 0, and the bounded sequence 

{ 1p( i)}, i ;::: io and 0 < v ~ vo are given. 

Choose the sequences {a( i)} and {b( i)} such that the sequence 

i 

y(i) = m(i)sin(v L 1p(n)) (22) 
n=p+1 

will be a solution of (21). 
Substitute (22) into (21): 

i-1 i 

m(i- 1)sin(v L ft?(n))- a(i)m(i)sin(v L IP(n)) 
n=p+! n=p+l 

i+k 

+b(i + k)m(i + k) sin(v L 1p(n));::: 0 
n=p+l 

From this inequality one obtains 

[ 

i+k l 
m( i- 1) cos(vft?( i))- a( i)m( i) + b( i + k)m( i + k) cos(v L ft?( n )) 

i+l 

i+k [ i+k l 
sin(v L 1p(n)) + -m(i- 1) sin(v1p(i)) + b(i + k)m(i + k) sin(v L 1p(n)) 

p+l i+l 

i+k 

cos(v L 1p(n));::: 0 . (23) 
p+l 

Inequality (23) undoubtedly holds if the expressions in the square brackets 
are equal to zero. From these equalities we obtain: 

b(i + k) = m~~-1~ sinv~~i) , 
m ;+k sin v E:+l cp(n) 

. ""i+k ( ) 
~( ") - m(i-1) sm v Ll;tl 'P n 
a t - -:::::-ri'r" "" + fi , 

m\tJ sinv Ll:tl cp(n) 

i;:::p} 
i;:::p 

(24) 
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and 

m(i- 1) = ni+~sin(v :L~~~+l cp(n)). a(l) i > 
m(i+k) l=t sin(v:L~~~cp(n)) ' _p 

(25) 

b(i)=ni=i-k[a(l)s~n(v:L:ttc,o(n))]. sin(vr(i-k)) 'i~io (26) 
sm(v :L1+ cp(n)) sm(v Li+l-k cp(n)) 

The following statement is true: 

Lemma 2. Let a(i) =/:- 0 in (21), and the bounded sequence {c,o(n)}f' satisfy the 
following conditions: 

i+k i+k 

L cp(n) > 0 and L cp(n) > 0 for Vi. 
i+l 

(27) 

Then the sequence 

. i ( 1 sin(v E:+k c,o(n))) . ~ 
y(z) = nl=p+l a(l) . l+k . sm(v L.,.. cp(n)) 

sm(v E1+1 cp(n)) P+l 
(28) 

is the solution of (21) for sufficiently small v > 0, where b(l) is defined in (26). 

Theorem 4. Let 0 < v < v0 , q- p > k and the following conditions hold: 
1. The sequence { cp( n )}f' is bounded and 

2. 

3. 

i i 

a) 0 s; "' c,o( n) s; ~ , i E (p + 1, q) ; ~ s; "' cp( n) s; 2
11" , i E ( q + 1, q + k) 

L.,.. v v L.,.. v 
p+l p+1 

(29) 
b) cp(i)~O,iE (q+1-k,q) (30) 

i+k i+k 

c) L cp(n) > 0, L cp(n) > 0, Vi (31) 
i+l 

a(i) > 0 Vi 

b(i)>{~'. ~E(p+1,p+k)' 
- b(t), z E (p+ k + 1,q) 

where b( i) is defined in (26 ), a( i) = a( i). 

(32) 

(33) 

Then there are no solutions x( i) ofinequality (20) such that x( i) > 0 on (p- k, q). 

Proof: The proof is based on Theorem 1, with a( i) ::: a( i), and on Lemma 2 
which guarantees the existence of a solution y( i) of the inequality (2), satisfying 
conditions (11 ). 
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Corollary 4.1. Let the sequence of the segments (pm, qm), Pm --jo oo be such 
that all conditions of Theorem 4 bold. Then all solutions of the equation 

x( i + 1) - a( i)x( i) + b( i)x( i - k) = 0 (34) 

are oscillatory. 

Remark 2. In our opinion, it is important to mention the following three facts. 
First, the suggested method makes it possible not only to derive the conditions 
of oscillation of all solutions but also to estimate from above the length of the 
sign-preservating segments of any solution as well. Second, Theorem 4 gives the 
whole family of criteria of oscillation (for each sequence { c.p( n) }f we obtain a new 
criterion). Third, in the theorems on oscillation of all solutions, the conditions 
for coefficients are required on segments (Pm - k, qm + k) only. 

Thus, Theorem 4 solves completely the Ladas' problem 8.6 ([1]) for equation 
(34): to find the conditions which imply the oscillation of all solutions of Eq. (34) 
with a( i) = 1 and oscillating coefficients b( i). 

Let us rewrite condition (33) in the following form: 

b(i) 2: Cv)i)c.p(i- k) (35) 

where we designate 

C ( .) = i . [ (l) sin(v r::t; c.p( n) )] v . sin(vc.p( i- k)) 
v ~ - nl=t-k a I k i · . 

sin(vl:/ c.p(n)) sin(vl:i+l-kc.p(n)) vc.p(z- k) 

It is easy to see that limv-+O Cv(i) = Co(i), where 

ni (""l+k ( )) 
C ( ') = l=i+l-k ,L.,!+l 'P n n~ (l) o ~ · l+k 1-k a · 

n;=i-k Cl:1 c.p( n)) 

Therefore, if 
b( i) > C0 ( i)c.p( i- k) 

holds, then also (35) holds for sufficiently small v > 0. 
Put 

c.p(i) = b0 (i + k), 0 ~ b0 (i) ~ b(i) for Vi. 

Then (35) turns into inequality 

(36) 

(37) 

(35') 

(38) 

Cv(i) = n!=i-k [a(l) sin(v r::f!lt bo(n))]· : k • sin(vbo.(i)) ~ 1 
sin(v:L1!k bo(n)) sin(v:Li!l b0 (n)) vbo(%) 

(39) 
Let us formulate the Theorem 4 for this choice of the sequence { c.p( n)}. 
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Theorem 5. Let q- p > k, and the following conditions hold: 
1. a( i) > 0, b( i) ~ 0 fori E (p- k, q + k) 
2. There exists the sequence { b0 ( n)}, 0 ~ b0 ( n) :::; b( n ), such that for 0 :::; v :::; vo 

and i E (p- k, q + k), inequality (39) holds; 

3. L::!;+kb(n) ~ -;;, -;; ~ L:~~~+kb(n):::; 2
;, i E (q+ 1,q+ k} (40) 

Then there are no solutions x( i) of inequality (20) such that x( i) > 0 on the 
segment (p- k, q + k), and any solution of the corresponding equation (34) has 
at least one change of sign on this segment. 

Proof: It follows from (40), that (35) (and (33)) hold as long as b(i) ~ 0 Vi. 

Remark 3. In Theorem 4 we did not demand a priori that all <p(i), i ~ io, 
should be positive. Condition (31) makes it possible for some of them to be 
negative (fork~ 2). Thus in Theorem 4 we do not demand that all b( i) should be 
positive even in the segments (Pm -k, qm +k). On the segments (qm +k,Pm+l -k}, 
no conditions are imposed at all. 

Notice also that if lim supi-+oo C 0 ( i) < 1, then (35) holds for sufficiently small 
v. Then the following statement is true: 

Corollary 5.1. Let a( i) > 0 Vi, and there exists the sequence b0 ( i), 0 :::; bo( i) ~ 
b( i) Vi, such that the following conditions hold: 

1. L::!~bo(n)>Ofor'ili, 
2. 

3. The series L:oo b0 (n) is divergent. 

Then all the solutions of equation (34) are oscillatory. 

This statement is a discrete analogue of our Corollary 4.2.4 in [4]: 

(41) 

Suppose that r(t) ~ tis the increasing function, and there exists bo(t), 0 ~ 
b0 (t) :::; b(t) such that the following condition holds: 

liminf {exp [1t bo(~){~e b0(s)ds}-1 d~]·1t bo(s)ds} > 1 {42) 
t-+oo r(t) rW r(t) 

Then all solutions of the delay differential equation 

x'(t) + b(t)x[r(t)] = 0 

are oscillatory. 
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Remark 4. H, in particular, a( i) = 1 and there exists limi-+oo bo( i) = b, then 
condition ( 41) turns into 

(43) 

It is known (see, for a. example, [9]), that (43) is a. sufficient and necessary 
condition for oscillation of a.ll solutions of the equation (34 ), where a( i) = 1 and 
b( i) = b. However, making use of condition ( 41) we can state of oscillation of a.ll 
for solutions of equation (34) in those cases when no other criteria. are suitable. 
Tt. applies equa.lly to condition of La.da.s-Philos-Sficas [5] (LPS-condition): 

(44) 

We sha.ll discuss below in more detail the advantages and shortcomings of 
different conditions of oscillation of a.ll solutions for equation (34) and for more 
general equations. 

Example 1. Put in Theorem 4 for k 2:: 2 

{cp(n)}f = {a,tJ,-')',a,jJ,-')', ... }, 0 < 1 < min{a,jJ}. (45) 

Then {Co(n)}f' = {p, q, r,p, q, r, .. . }, where 

Condition (35) turns into 

b(3i- 2) > p · jJ, b(3i- 1) > -n, b(3i) > ra, i 2:: i 0 • ( 46) 

Thus, if in equation (34) a(i) = 1 and condition (46) holds, a.ll solutions of (34) 
e:ue oscillatory. 

3.1.2 Case k = 1. Consider a. particular case of inequality (20) with k· = 1: 

x(i + 1)- a(i)x(i) + b(i)x(i- 1) ~ 0, i 2:: io ( 47) 

Corollary 4.2. Let q- p > 1 and {cp(n)}f be a sequence of positive numbers 
such that 
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Then, if b(p + 1) :2: 0 and fori E (p + 2, q} 

b(') (') C 1) sin Vlf'( i - 1) · sin v<p( i + 1) 
~ :2: a~ a l- sinv[<p(i- 1) + <p(i)J · sinv[cp(i) + <p(i + 1)] · 

(48) 

the inequality (47) has no solutions x(i), for which x(i) > 0 on (p- 1, q+ 1) and 
all solutions of the corresponding equation 

x(i + 1)- a(i)x(i) + b(i)x(i- 1) = 0 (49) 

are oscillatory. 

In particular, putting <p( i) = 1 one obtains 

Corollary 4.3. Let 0 < v < f and the following condition hold: 

a( i) · a( i - 1) rr 
b( i) :2: 2 , for i E (p + 1, p + [-]) 

4 cos ll lJ 
(50) 

Then the statement of Corollary 4.2 is valid with q = (.;:]. 
Corollary 4.4. Suppose that condition (50) holds on the same sequence of seg
ments (Pn+l,pn+[~]), Pn _,. oo. Then any solution ofequation (49)is oscillatory. 

It is useful to reformulate the previous statements in such a form that enables 
us to obtain the estimates for the lengths of the segments of which the solution 
preserves its sign. The first statement of the next Corollary 4.5 was obtained in 
[6] (Theorem 5) and in [7). 

Corollary 4.5. Suppose that the following condition holds: 

lj • f b( i) - c ! 
L!il In ( ') ( . ) - > . :->oo a z · a ~ - 1 4 

(51) 

Then 
a) all solutions of ( 49) are oscillatory; 
b) there are no solutions of (49) preserving the sign on any segment (p, q): 

1i ·n q - p > - + 2, v = arcsm 1 - -. 
v 4C 

Put in (49) a(i) = 2, b(i) = 1 + p(i- 1), and write of (49) in a canonical 
form 

~2 x(i) + p(i)x(i) = 0, i :2: io, 

where ~x(i) = x(i + 1)- x(i). 

The following statement follows from Corollaries 4.3, 4.4 and 4.5; 
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Corollary 4.6. If 0 < 11 < f and p( i) 2:: co! 
11 

- 1, then all solutions of (52) 
are oscillatory and there are no solutions of (52) preserving sign on any segment 
(p, q), q- p > -; + 2. 

We have already mentioned that the constant tin (51) cannot be improved. 
However, the statement of Corollaries 4.3, 4.4, 4.5 may be improved even in the 
case when limn-+oo b( n) exists. 

Putting in Corollary 4.2 <p( n) = ~, one obtains 

. v • v ( 2) sm n:ti · sm n=r 1 1 + 411 _ 2 

sin(-~~-+ K) . sin (K + -~~-) = 4 1 + 4n2 + o(n ). (53) 
n-1 n n n+l 

Then Corollary 4.2 implies 

Corollary 4. 7. 

b( n) 2:: ~a( n) · a( n - 1) [ 1 + : 2 ] ; d > ~, n 2:: no , (54) 

then all solutions of ( 49) are oscillatory, and any solution has at least one change 

of sign on any segment (p- 1, [pexp(-;)] + 1), where 11 = FI· 
For equation (52) this statement turns into an exact discrete analogue of the 

classical Kneser's Oscillation theorem for second order differential equation: 

Corrolary 4.8. Let 

lim inf n 2 
• p( n) = d > ~ . 

n-+oo 4 
(55) 

Then Corollary 4. 7 is valid for equation (52). 

Remark 5. It is impossible to put d = ! in (54) and (55) because the se

quence x(n) = ..jii is a solution of (54), where p(n) = 2}1 + ~- }1 + ~- 1, 

and limn->oo n2p(n) = l· 
Remark 6. It is not difficult to obtain a condition which is even more accurate 
than (54) or (55). For example, it is sufficient to put in (54) 

1 1 
<p(n) = -ln , <p(n) = ln 

1 
etc. 

n n n n nn 

Let us discuss now the meaning of the condition ( 41) for oscillation of all 
solutions of the equation 

x(i + 1)- x(i) + b(i)x(i- 1) = 0 (56) 
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and its connection with Hooker-Patula's condition (51) (see [6]): 

lim inf b( n) > ~, 
n->oo 4 

(57) 

(the LPS-condition (44) with k = 1, is equivalent also to HP- condition (57)). 
Let us write condition (41) fork= 1: 

limsupdn =lim sup [bo(n -l) + b:(~~~o~~) + bo(n + l)] < 1, bo(n) :S b(n) 

(58) 
and consider the following 

Example 2. Put in (56) 

b(i) = {J.L, >.,Jl, >., .. . }, >.,Jl > 0. 

Then the HP-condition (57) becomes 

min{>.,JL} > ~' 

and our condition (58) becomes: 

which is equivalent to 

{ !->.+~, Jl > vx- >., 
0, 

0<>.<~ 

~:S>.<l 
>. ;::: 1 

(59) 

(60) 

(61) 

It is obvious that condition ( 61) is less restrictive than the HP -condition 
(59). 

In this example it is possible to determine the exact domain {>., p} for which 
equation (56) is oscillatory, because it is possible to transform it into a third 
order difference equation with constant coefficients and to use the sufficient and 
necessary condition (the corresponding characteristic equation has no real positive 
roots): 

{ 

1- 3f>.~ ' jO < >. < l 
1-L > M(l- >.)~ ! < >. < 1 

9 ' 4- -
0, >. > 1 . 

(62) 
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3.2 Inequalities and equations with two delays. 
Consider the inequalities 

l[x]i:::: x(i + 1)- a(i)x(i) + bt(i)x(i- kt) + b2(i)x(i- kt) ~ 0, i EN (63) 

for kt + 1 ~ k2, kt. k2 E N, and 

l[x]i = y(i-1)-a(i)y(i)+bt(i+kt)Y(i+kt)+b2(i+k2)y(i+k2) 2 o, i 2 o (64) 

Suppose that the sequence { m( i}]"', m( i) f= 0, the bounded sequence { IP( i) }]"' 
and the small number 0 < v ~ v0 are given. 

Choose the sequences {a( i)} and {bj( i)}, j = 1, 2, such that the sequence 

• 
y(i)=m(i)·sin(v '2.:: 1p(n)) (65) 

n=p+l 

is a solution of (64). 
Substitute (65) into (64): 

i-l i 

me i- 1) sin(v I: 1p(n )) -a( i)m( i) sin(v I: 1p(n))+ 
P+l P+l 

i+kl i+k2 
+bt(i+kt)m(i+kt)sin(v L 1p(n))+b2(i+k2)m(i+k2)·sin(v L <p(n)) 2: 0 (66) 

p+l p+l 

Inequality (66) undoubtedly holds if 

l 
bt(i + kt) · m(i + kt) · sin(v I:;tz~+l ~P(n)) = 

= a(i)m(i) sin(v E:t;2 1p(n))- m(i- 1)sin(v 2::+k2 1p(n)) (
67

) 

b2(i + k2) · m(i + k2) · sin(v L:;t~~+l 1p(n)) = 

= -a(i)m(i)sin(vL:;t;1 <p(n))+ m(i-1)sin(vl:~+k1 1p(n)) 

Denote m(i~h :::: d( i) and define r( i) by means of the equality 

d(i) = _1_ . sin(~ 2:;+k1 
<p(n)) + (i~ ~;+k2 

<p(n)) + r?~ sin(~ L:;!Z~+t 1p(n)) 

a(z) sin(~ L:i!ll IP(n)) + (~ L:i!12 IP(n)) . 
(68) 

Then from (68) we obtain 

{ 

b (i + k ) = (ni+~1 d(n)) -1 sin v<p(i)+r(i) sin(v 2::::~2 
<p(n)) 

1 1 n=t . ( ~·+"I ( ))+ . ( ~·+11:2 ( )) 
sm v L..ti+l <p n sm v L..ti+l <p n ( 69) 

-b (. + k ) = (ni+~2 d( )) -1 sin v<p(i)-r(i)sin(v 2::;~ 1 
<p(n)) 

2 z 2 n-• n ~·+kJ ~·+'2 
- sin(v L..ti+I <p(n))+sin(v L..ti+ <p(n)) 

The following statement is true: 
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Lemma 3. Let in (64) a( i) > 0 and for the bounded non-negative sequence 

{<p(n)}, n = 1,oo, satisfy 2::~!;1 <p(n) > 0, Vi. Then the sequence 

i 

y(i) = (n~=p+Id(n))-1 
· sin(v L <p(n)) (70) 

p+l 

is the solution of(64) for sufflciently small v > 0 (the sequence d(i),b1(i),b2(i) 
are defined in (67), (68)). 

Theorem 6. Let q - p > k2 and the following conditions hold: 
1. For some sequences {a( i)}, { <p( i)} the conditions of Lemma 3 hold; 
2. For the sufflciently small number v > 0 

i i 

"'<p(n)~~' iE(p+l,q); ~~"'1r(n)~ 27r, iE(q+l,q+k2) (71) 
~ v v ~ v 
p+l p+l 

3. The sequence { r( i)} satisfy the condition 

sin v<p( i) ( ') sin( v<p( i)) 
'+k < r z < '+k 

sin(v2::~+1 2 <p(n))- - sin(vl:~+I 1 <p(n)) 
(72) 

4. bi(i) ~ bi(i),i E {p,q}, (73) 

where bj(i) are defined in (69), and a(i) = a(i). 

Then there are no solutions x( i) of (63) such that x( i) > 0 on the segment 
(p- k2, q). 

As an application one obtains the oscillatory properties of all solutions of 
the equation 

x(i + 1)- a(i)x(i) + b1(i)x(i- k!) + b2(i)x(i- k2) = 0, i ~ io (74) 

with two delays: 

Corollary 6.1. Let the sequence of the segments (Pm, qm}, Pm -+ oo be such 
that all conditions of Theorem 6 hold. Then all solutions of equation (74) are 
oscillatory. 

Consider further a few particular cases. 
3.2.1 Put <p(n) = 1, m(i) = mi (d(i) = m), r(i) = r, -1

2 
~ r ~ 1

2
• Then 

from (72) it follows that for sufficiently small v > 0 the condition - .sin "'k < 
SID V 2 -

r(i) ~ st~nv~1 holds. The equalities (68) and (69) turn into 
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- . 1 sin v + r sin vk2 
bt(~) = k +1 · . k . k = B 1(v,m,r) m1 smv1+smv2 

(75) 

- 1 sinv- rsinvk1 _ B 
b2(i) = k +1 · . k . k = 2(v,m,r) 

m 2 sm v 1 + sm v 2 

Theorem 7. Let 
1 1 

v > 0, m > 0, - k
2 
~ r ~ kt , q - p > k2 (76) 

and on the segment (p,p+ 1 +[.;])the following conditions hold: 

a(i) ~ A(v,m,r), bi(i)?: Bj(v,m,r), j = 1,2. 

Then there are no solutions x(i) ofinequality (63) such that x(i) > 0 on (p,p+ 
[;] + 1 + k2), and any solution of corresponding equation (74) has at least one 
change of sign on this segment. 

Corollary 7.1. Let (76) hold, and 

li ( ·) _ (o) < A(O ) = A _ 2 + k1 + k2 + r( k2 - k1 ) 
m sup a z - a _ , m, r - - (k k ) 
t-+oo m 1 + 2 

li . f b ( ') b(O) B (0 ) - B 1 + rk2 
mm 1 z = 1 ?: 1 ,m,r = 1 = mi+ki(kt +k2) (77) 

li . f b ( ') b(o) B (0 ) - B 1 + rk1 
mm 2 z = 2 ?: 2 ,m,r = 2 = ml+k2(kt +k2) 

-a(O) + b~o) + b~o) >-A+ Bt + B2. (77') 

Then all the solutions of the equation (74) are oscillatory. 

Remark 7. When all the inequalities (77) are strict, then Corollary 7.1 turns 
(forM= 2) into Ladas-Gyori's theorem: 

Theorem 8. ({3}) Consider the delay difference inequality 
m 

x(i + 1)- x(i) + :~:::>i(i)x(i- kj) ~ 0, i?: i0, ki EN (78) 
i=l 

and the delay difference equation with constant coefficients 

M 

z(i + 1)- z(i) + LPiz(i- ki) = 0, i?: io 
i=l 

where liminfi-+oo bj(i)?: Pi> 0 for j = 1, M, 

(79) 

Suppose that all the solutions of (79) are oscillatory. Then (78) has no eventually 
positive solution. 

The connection between Corollary 7.1 and Theorem 8 follows from the fol
lowing 
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Lemma 4. The characteristic equation 

(80) 

of the difference equation 

has no positive roots if and only if there exist numbers m > 0 and r such that 
strict inequalities (77) hold. 

Proof: Put F0 ( .A) = .A - A + B 1 .A -k1 + B2 gl-k2 • It is easy to see that F( .A) > 
Fo(.A) and F//(.A) > 0 for all .A > 0. This implies that equation FJ(gl > 0 has a 
unique (positive) root glo, i.e. F0 (.A0 ) = min>.>O F0 (.A). On the other hand, it is 
easy to see that 

which implies that ).0 = m-1 . 

One can check that F0 (.A0 ) = F0 (m-1 ) = 0. Therefore, for any .A > 0, 
F(.A) > Fo(.A) ~ min>.>O Fo(.A) = Fo(.Ao) = 0. 

Now let us prove that the condition F(.A) > 0 for any .A> 0 is sufficient. Let 
F(.A) > 0 for any gl > 0. Then min>.>O F(.A) = F("X) > 0, F'(X) = 0. 

Put p = X- ~.A, where ~). > 0 is sufficiently small. Due to the monotonicity 
of F'(.A) 

F'(p) = 1- b~k~p-k1 - 1 - bgk2p-k2 -
1 :: -E < F'(X) = 0 (82) 

Define m and r as m = ~~- 1 and b(o) = (.!..±!:..& + _f_)m-(I+ki). Then (82) implies 
r' 1 kl +k2 2kl 

that 
b~o) = ( 1- rk1 + _!_ )m-(1+k2 ) ( 8J) 

kt + k2 2k2 

i.e., 

b~o) > Bj, j = 1, 2 (84) 

It is easy to see that F(p) = F(X)+o(~.A). But F(p) = m-1 -a0 +b~0)mk1 + 

b~0)mk2 =A- a0 • Thus a0 <A as long as F(X) > 0. 
In fact, we obtained here another proof of the Ladas-Gyori theorem. 
3.2.2 Suppose (for simplicity) that a(i) = 1 in (63) and (74) and put <p(i) = 

1. Then (69) turn into 

bl(i + kt) = (ni_:!:~1 d(l))_ 1 si~v + r(i)~invk2} 
1-' sm vk1 + sm vk2 

b2( i + k2) = (ni!~2 d(l) )_1 si~ v- r( i) ~in vk1 
1 

' sm vk1 + sm vk2 

(85) 
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where 
sin 2±kJ±k2v + r(i)sin v(k2-kd 

d( ') 2 2 ~ = · v(kt tk2) sm 2 

(86) 

Sometimes the Corollary 7.1 (and Ladas-Gyori's theorem as well) do not 
provide a good result if the coefficients of (63) are essentially nonstationary. At 
the same time, a more delicate choice of the sequence { r( n)} ( r( n) -:/: const) 
allows us to obtain more subtle results concerning the oscilatory properties of the 
solution of (63) or (74). Let us illustrate this fact: 

Example 3. Consider the inequality 

x(i + 1)- x(i) + b(i)x[i- p(i)] ~ 0 (87) 

and the corresponding equation 

z(i + 1)- z(i) + b(i)z[i- p(i)] = 0, (88) 

where 

( ') _ { kt. i = 2n - 1 p t - 1... • 
~~;2, z = 2n 

(89) 

To the notation, we assume that k1 and kz are odd. The inequality 
(87) can written in the form (78), where b1 (2n) = b2(2n- 1) = 0, b1 (2n- 1) = 
b(2n- 1); b2(2n) = b(2n). Since the liminfi-+oo bt(i) = liminfi_.oo b2(i) = 0, it is 
impossible to apply the Ladas-Gyori theorem and even the Corollary 7.1. 

Put in (85)-(86) 

{ 

sinv 
r(i) = sin v_k1 ' 

smv 
-sin vk2 ' 

i = 2n- 1 

i = 2n 

-b (2 ,_) _ ( sinvk1 ·sinvk2 )k1+1 _ kt±l} 
1 n + ,.I - . . 2 = q 

sm v( k1 + 1) · sm v( k2 + 1) 
- k2+l 
b2(2n-l+k2)=q 2 

and following statements hold: 
1) Suppose that for v > 0 the following condition holds: 

{ 
q "

1
2+

1 
i = 2n - 1 

b(i) ~ •2+1 ' 

q 2 , i = 2n. 
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Then there are no solutions of (87) preserving the positive sign on any interval 
(p, -p + [-;] + 1 + k2)i 

kj +1 

2) Suppose that liminfn-.oob(2n+ 1) > [(k1 +~}tf2+1)) 
2 

, 

[ 
k k ] k2+1 

liminfb(2n) > (k )c~ ) 
n-+oo 1 + 1 2 + 1 

(93) 

Then all the solutions of the equation (88) are oscillatory. 

3.3. Inequalities and equations of the mixed type with one delay and 
one advance. 

Consider for k, l E N, the inequalities 

l[x]; = x(i + 1)- x(i) + b(i)x(i- k) + c(i)x(i + l):::; 0, i ~ 1, {94) 

~x]i = y(i- 1)- y(i) + b(i + k)y(i + k) + c(i -l)y(i -l) ~ 0, i::::: 1 (95) 

and the corresponding equation 

l[x]; = 0. 

(For simplicity, we consider only the case a( i) = a( i) = 1). 
As in Section 3.2, one can demonstrate that the sequence 

i 

y(i)=n~=P+ 1 d(n)·sin(v L <p(n)) 
n=p+I 

is a solution of (95) if 

(96) 

(97) 

b( i + k) = (n~~~ d( n)rl . d(i) sin(v :E:-.1+1 <p( ~~k- sin(v :E::::}+1 <p( n )) l 
sm(v Li-l+l <p(n)) ~ 

C( i- i) = (n;;;,'t-l+t d( n)) . d(i) sin(v z:::tr 'P~~,- si~(~;:+> <p( n)) J 
sm v i-l+l <p n 

(98) 
where { d( n)} is the positive sequence. Therefore the following statement holds: 

Lemma 5. Let { d( n)} be a positive sequence and { <p( n)} is a non-negative 

sequence, which satisfies I:!!; <p( n) > 0, Vi 2:: i 0 • Then the sequence (97) is the 

solution of (95) for sufficiently smallv > 0 where b( i) and c( i) are defined in (98). 

Theorem 9. Let· v > 0 be sufficiently small, q - p > k + l and the following 
conditions hold: 
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1. The non-negative sequence { <p( n)} satisfies the conditions of Lemma 5 and 

i i 

~ cp(n) s; ~, i E (p+ 1,q); ~ s; L'P(n) s; 2
11" ,i E (q+ 1,q+ k); 

LJ v v v 
p+l p+l 

i 

-; L cp( n) s; 0 , i E (p - l, p) 
p+l 

2. The sequence { d( i)} satisfies the condition 

3. 

d( 
.) > sin(v 2::+k <p( n)) 
z - i+k ' 

sin(v I:i+t <p( n)) 
Vi~ io 

b( i) ~ b( i) Vi E (p, q) 
c( i) ~ c( i) 

where b(i) and c(i) are defined in (98). 

(99) 

(100) 

(101) 

Then there are no solutions x( t) of (94) such that x( i) > 0 on (p- k, q + l) and 
there is no solution of (96) preserving the sign on this interval. 

The theorem on oscillation of all solutions of the equation (96) follows from 
Theorem 9. 

Corollary 9.1. Let the sequence of the interval (Pm, qm), Pm-+ oo be such that 
all conditions of Theorem 9 hold. Then all solutions of the (96) are oscillatory. 

Consider some particular cases: 
3.3.1 Put cp(n) = 1,d(n) = d ~ kt1 . Then (100) implies that for sufficiently 

small v > 0 d ~ sins~J:tl) holds. The equalities (98) turn into 

Theorem 10. Let 

{ 
b(i) 

c( i) 

_ d-k-1 dsin vi-sin v(l-1) = B( d) 
- sin v(k+l) - V, 
_ dl-1 d sin vk-sin v(k+l) = C( d) 
- sin v(k+l) - v, 

k+l 
v>O,d~-k-, q-p>k+l, 

and on the segment (p,p+ [-;] + 1) the following conditions hold: 

b(i) ~ B(z,,d), c(i) ~ C(v,d). 
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Then there are no solutions x( i) of inequality (94) such that x( i) > 0 on (p -
l,p+ [;] + 1 + k) and any solution of (96) has at least one change of sign on this 
segment. 

Corollary 10.1. Let (103) hold, 

t-+OO + (105) 
li~ inf b( i) = b(o) 2: B(O, m) := d-(k+l) dl k- l +l 

1 
} 

lim inf c(i) = c(o) > C(O m) = d1- 1 dk - k - 1 
i-+oo - ' k + l ' 

and b(o) + c<0) > B(O, m) + C(O, m). Then all the solutions of equation (96) are 
oscillatory. 

Lemma 6. The characteristic equation 

(106) 

of the difference equation 

z( i + 1) - z( i) + b(o) z( i - k) + c(O) z( i + l) = 0 , i 2: 0 

has no positive roots if and only if there exists d > 0 such that the strict inequal
ities (105) hold. 

The proof is similar to the proof of Lemma 2. 
3.2.2 Put in (98), <p( n) = 1. Then (98) turn into 

b(i + k) = (ni~k d(n)) -1 d(i) sin.vl- sin v(l- 1) } 
n-l sm v(k + l) 

~(. -l) _ ( i-l d( )) d(i)sinvk- sinv(k + 1) 
c t - nn=l-1+1 n sin v(k + l) 

(107) 

The choice d(n) = const (as in 3.3.1) is often too crude and does not lead 
to the desired results in those cases when the sequence {b(n)} and {c(n)} are 
essentially non-stationary. For these cases, the choice of d( n) must he more 
subtle. 

Example 4. Consider the inequality 

x( i + 1) - x( i) + b( i)x( i- k) + c( i)x( i + l) ~ 0 

and the corresponding equation 

z(i + 1)- z(i) + b(i)z(i- k) + c(i)z(i + l) = 0 
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h ( ') { C , i = 2n - 1 C w ere c z = 0 , i = 2n , > 0. 

Since liminfi-+oo c(i) = 0 the application of Corollary 10.1 will demand nec
essarily that d = kf, and condition (105) becomes 

(110) 

In other words, nothing new has been obtained comparing to the case c( i) = 0. 
The same can be said about applicability of the Theorem 10. 

On the other hand, let l be even and k odd. Then putting in (107) 

. { d, i = 2n- 1 
d(z)= sinv(k+l) ._ 2 , 

sin vk ' z- n 
(111) 

where d > 0 is the positive root of the equation 

I 

d~ _ sinv(k + 1). d~-l _C. sinv(k + l). ( sinvk ) 2 = 0 (112) 
sin vk sin vk sin v( k + 1) 

One obtains c( i) = c( i), and 

{ 

( 
sin vk ) !.:}1 dsin vi-sin v 1-1) 

b(') _ dsinv(k+l) sinv k+l 

~ - ( dsi~~r:+l)) ~ . s~: :k ' 
i = 2n- 1 

(113) 

i = 2n. 

Therefore, the following statement holds: Suppose that k and l are odd and 
even numbers, respectively, and b( i) ;::: b( i), Vi, where b( i) is defined in (113). 
Then for (108) and (109) the statement of Theorem 10 holds. 

Example 5. Put in (109) l = 2, and suppose that 

k-1 

. . kk k + 1 [ k(k + 2)] --2 

li~~}!fb(2n-1)> (k+ 1)k+l · k+ 2 l+C· k+ 1)2 (114) 

!:.±! 
. . kk k+1 [ k(k+2)]- 2 

li~~f b(2n) > (k + l)k+l · ~ 1 + C · (k + l)2 

Then all the solutions of (109) are oscillatory. 
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ON CONVERGENCE OF SEQUENCES OF 
INTERNAL SUPERPOSITION OPERATORS 

Michael E. Dra.khlin 

The Research Institute 
The College of Judea and Samaria 

Ariel 44820, Israel 

Conditions for convergence of sequences of internal superposition operators 
in some spaces of measurable functions are considered. 

1. Introduction 

The theory of functional-differential equations is based on studies of the 
properties of an internal superposition operator in different function spaces (1]. 
In particular, the question of correct solvability of boundary value problems for 
functional-differential equations requires the establishment of conditions for con
vergence of sequences of such operators. 

For instance, investigation of dependence of absolutely continuous solution 
x : (0, oo) ---+ Rn of the Cauchy problem for a functional-differential equation of 
neutral type 

x(t) + B(t)x(g(t)) + A(t)x(h(t)) = f(t), t E (O,oo), 

x(~) = x(O = o , if ~ < o 

on function g : [0, oo) ---+ R, leads to the necessity of determinating condi
tions of convergence of sequences of internal superposition operators in spaces of 
summable functions. Analogous problems arise in the study of integra-differential 
equations in these spaces. For instance, one could consider the following equation 

y(t) + B(t)y(g(t)) +it R(t, s)y(s)ds = f(t), 

y(e) = o , if ~ < o . 

t E (0, oo) , 

In this paper we generalize and extend the results of our research [2,3,4] on 
the convergence of sequences of internal superposition operators in some spaces 
of measurable functions. 

For the formulation of the central statement we need the following notation 
and definitions. 
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Denote by Rn the space of n-dimensional real vectors a = ( a1, ... , an) with 
the norm !I all = ma.x1 <i<n I ail· The same symbolll·ll will be used for the norm of 
n x n-matrix coordinated with the norm in Rn. The triple (E, :E, m ), consisting 
of a set E C R n, some u-algebra :E of subsets of E and a measure m defined on :E, 
will be called the space with measure. Assume measure m to be complete positive 
u-finite and non-atomic. Let Lp(E, R n, :E, m) (or briefly L; ), 1 ::::; p < oo, be the 
space of functions x : E -+ R n with components summable on E with degree p, 

Define an internal superposition operator S : Lp -+ Lr by the equality 

(Sx)(t) = B(t)(S9 x)(t), tEE, (1) 

where 
(Sgx )(t) = { x(g(t)) , g(t) E E , 

0, g(t) ~E. 
(2) 

Here B is ann X n-matrix of measurable functions bij: E-+ R, i,j = 1, 2, ... , n, 
and function g : E -+ R n satisfies the condition 

('r/ e E :E) m(e) = 0::} m(g-1(e)) = 0. (3) 

Let a measurable function z : E -+ [0, oo[ be defined in space (E, :E, m ), and 
HE :E. Let us define on :E a function flH(z,g, m) by the equality 

flH(z,g, m)(e) = j z(s) dm(s), 
{ tEH:g( t) Ee} 

eE:E. 

Below (see Lemma 1) it will be shown that there exists a measurable function 
'1/m(z,g,m) E -+ [O,oo] connecting the measures flH(z,g,m) and m by the 
equality 

JtH(z,g,m)(e)= 1 '1/JH(z,g,m)(s)dm(s). (4) 

Consider a sequence of operators 

tEE. 

Here Bk, k = 1, 2, ... , are n X n-matrices of measurable scalar functions, gk, 

k = 1, 2, ... , satisfying condition (3). Denote by IIBk(t)ll ~f bk(t), IIB(t)il ~f b(t) 
fortE E. Let !::. be the symbol of symmetric difference. 

The central statement of the paper is established by the following 
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Theorem 1. Let ('V HE E, m(H) < oo) the following conditions be valid: 
1) lim m( { tEH : b( t) f: 0, 9k( t)EE} 6. { tEH : b( t) f: 0, g( t)EE}) = 0; 

k-+oo 

2) for any u > 0 

lim m ({t E H n g-1 (E): b(t) i= 0, ll9k(t)- g(t)ll ~ u}) = 0; 
k-+oo 

3) the sequence {1/JH(1,gk,m)}~1 has equipotentially absolutely continuous 
integrals; 

4) for any u > 0 

lim m ({t E H ng-1(E): IIBk(t)- B(t)ll ~ u}) = 0; 
k-+oo 

5) sup{II1/JE(br,gk,m)llu } < oo. 
k~l pf(p-r) 

Then the sequence of operators 

strongly converges to the operatorS: L;-+ L~. 

The proof of the theorem consists of several steps, each of them will be 
formulated below as a separate statement. 

Let us point out that criteria of continuity of the operator S : L; -+ L~ were 
derived in our paper [5]. 

2. Convergence of the Sequence in Measure 

We begin with the proof of aforementioned 

Lemma 1. Let functions z: E-+ [0, oo], g: E-+ Rn be measurable, where g 
satisfies condition (3), then ('V H E E): 

1) there exists a measurable function '¢H(z,g,m) : E -+ [O,oo), connecting 
measures J.tH(z,g, m) and m by equality ( 4); 

2) for any measurable function f: E-+ Rn the following equality holds: 

j z(t)IIJ(g(t))!ldm(t) = f II!Cs)II1/JH(z,g,m)(s)dm(s). · (5) 
{tEH:g(t)Ee} le 

Proof: m(H) < oo, then the statements of the lemma are a consequence of 
the Radon-Nikodym theorem and the rule for change of variables. If the measure 
H is u-finite, then H may be represented as 

00 

H = U H, , Hi E E , Ht c H2 c ... , m(Hi) < oo , i = 1, 2, ... 
i=l 
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Let us construct on !":a sequence of functions {J.LHJz,g, m)};:
1

. The mea
sures J.LH; (z, g, m) are u-finite, since z is an m-almost everywhere finite function. 
By virtue of the Radon-Nikodym theorem, there exists a sequence { '1/JH;(z,g, m) };:

1 
such that for every i = 1, 2, ... 

JlH;(z,g, m)(e) = 1 '1/JH;(z,g, m)(s)dm(s). 

It is worth pointing out that we do not claim here the integrability of '1/JH;(z,g, m ), 
i = 1, 2, .... Since JlH; (z,g, m) ~ JlHi (z,g, m) if i ~ j, then m-almost everywhere 

'1/JH;(z,g,m)(s) ~ '1/JHi(z,g,m)(s), sEE. 

This implies that the function 

'1/JH(z,g,m)(s)= .lim '1/JH;(z,g,m)(s), sEE, 
a-+oo 

is measurable on E, and for every e E !": equality ( 4) holds. 
For the proof of the second statement of the lemma it is enough to use the 

B. Levi theorem, by virtue of which the passage to the limit while n ---+ oo in the 
equality 

f z(t)!IJ(g(t))jjdm(t) = lllf(s)II'I/JH;(z,g, m)(s)dm(s) 
l{tEH;:g(t)Ee} e 

is possible and leads to the equality (5). Q.E.D. 
Denote by M(E, R n, !; , m) (or Mn in short) the space offunctions x : E ---+ 

Rn with the topology of convergence in measure m on every setH E ~. m(H) < 
oo. 

Lemma 2. For convergence (Vx E Mn) of a sequence offunctions {S9kx}f::1 
to the function S9 x in the space Mn, it is necessary and sufficient, that on every 
set H E !:, m( H) < oo, the following conditions hold: 

1) lim m({tEH:gk(t)EE}L).{tEH:g(t)EE}) =0; 
k-+oo 

2) for any a > 0 

lim m({t E H n g-1(E): ll9k(t)- g(t)ll ~a})= 0; 
k-+oo 

3) the sequence { ¢H(1, gk, m )}f:1 has equipotentially absolutely continuous 
integrals. 

Proof: Necessity. Let x1(t) = (1,1, ... ,1),t E E. Then (Vo > O,cr < 1, V HE 
!:,m(H) < oo, V k ~ 1) 

{t E H: II(S9~oxl)(t)-(S9xt)(t)ll ~ cr} = {t E H: 9k(t) E E}L).{t E H: g(t) E E}. 
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Consequently, from the convergence of a sequence {S9kxt}~1 to the function 
S9 x1 in measure m on every set HE 'E, m(H) < oo we get that ('v' CT > 0, 'v' HE 
'E, m(H) < oo) 

lim m({t E H: 9k(t) E E} f:j, {t E H: g(t) E E}) = 0, 
k-+oo 

i.e. the first condition is satisfied. 
Let x2(t) = (lltll, ... , lltll), t E E. Then 

Since, 

{t E H: II(S9kx2)(t)- (S9 x2)(t)ll?:: a} C 

C { t E H n g-1 (E) n gj;1 (E): ll9k(t)- g(t)ll ?:: CT }u 

u{t E H :gk(t) fl. E,g(t) E E,llg(t)ll?:: a}U 

u{t E H: 9k(t) E E,g(t) fl. E, ll9k(t)ll?:: CT} . 

{t E H: 9k(t) fl. E,g(t) E E, llg(t)ll?:: CT }u 

U{t E H :gk(t) E E,g(t) fl. E,llgk(t)ll2: C!} C 

C ({tEH:gk(t)EE}fj,{tEH:g(t)EE}), 

and the measure of the last set tends to zero, then 

lim m( {t E H n g-1(E): ll9k(t)- g(t)ll 2: CT}) = 0 , 
k-+oo 

i.e. the second condition is satisfied. 
Consider the function x3(t) = Xe(t), tEE, e E :E. The sequence {S9~;x3}~1 

converges in measure to S9 x3 on every set H E 'E, m(H) < oo, moreover, 
IIS9~;x311 ~ 1, tEE. Then from the Lebesque theorem we get 

lim [ '1/YH(l,gk, m)(s)dm(s) = lim [ II(S9"x3)(t)lldm(t) = 
k-+oo Je k-+oo} H 

= i II(S9 x3)(t)lldm(t) = 1 '1/YH(l,g, m)(t!dm(t). 

Since e C E is arbitrary, the sequence { '1/JH(l, gk, m )}~1 has equipotentially 
absolutely continuous integrals. 

Sufficiency. Let H E :E, m(H) < oo. We will show that providing the 
conditions of the lemma hold, the sequence {S9~;x}~1 for arbitrary function 
x E Mn converges on H in measure to function S 9 x. Evidently, w .l.o.g. the set 
His bounded. Given E > 0, choose a bounded set Q E 'E, m(Q) < oo in such a 
way, that 

m({t E H: g(t) E E\Q}) < c/4. 
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For an arbitrary function x E Mn there exists the function y E Mn with uniformly 
continuous on Q components, which differs from x only on a set eo C Q of 
arbitrary small measure. 

The following inequality holds: 

II(S9kx)(t)- (S9 x)(t)ll::; II(S9kx)(t)- (S9ky)(t)il+ 
+II(S9ky)(t)- (S9 y)(t)ll + II(S9 y)(t)- (S9 x)(t)ll . 

As a consequence of the equality 

J.LH(1,gk,m)(e) = 1 ?fJH(1,gk,m)(s)dm(s), 

we get that the equipotential absolute continuity of integrals of the sequence 
{?fJH(1,gk,m)}k:,1 is equivalent to condition: J.LH(1,gk,m)(e) --t 0 uniformly ink 
when m( e) - 0, e E ~. Hence, starting from some K1, 

for any given a, c > 0. Since J.LH(1,g,m)(e) = 0 for m(e) = 0, e E ~.then for 
small enough measure of the set e0 

m({t E H: II(S9x)(t)- (S9 y)(t)ll ~ a/3}) < c/4. 

The uniform continuity of function yon Q, and conditions 1) and 2) imply an 
existence of such K 2 , that for k > K 2 

m({t E H: II(S9ky)(t)- (S9 y)(t)ll ~ a/3}) < c/4. 

Therefore, for arbitrary x E Mn, H E ~' m(H) < oo, and arbitrary given 
a,c > 0 there exists K = max{Kt, K 2} such that fork> K 

m({t E H: II(S9kx)(t)- (S9 x)(t)11 ~a})< c. 

The lemma has been proven. 

3. Conditions of Strong Convergence of the Sequence 

A criteria of the pointwise converge of operators is determined in the follow-
ing 

Theorem 2. A sequence of operators {S9 k : L; --t L~}k::, 1 , 1 ::; r ::; p < oo, 
strongly converges to the operator S9 : L; - L~ if and only if the conditions 1) 
and 2) of Lemma 2 are valid, and 

(6) 
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Proof: Necessity. Since the sequence of operators {S9k }k:1 converges to the 
operator S 9 in every point x E L;, then the sequence of functions { S g~: x} k:1 
converges to the function S9 x in measure on every set H E :E, m(H) < oo. 
Therefore the conditions 1) and 2) of Lemma. 2 hold. By virtue of the equality 
(see [5]) 

we get from the Ba.na.ch-Steinha.us theorem the boundedness of the sequence of 
norms 

{117/IE(l,gk,m)llu }k:t · 
pf(p-r) 

Sufficiency. The boundedness ofthe sequence of norms {117/IE(l,gk, m)llu }k:1 pf(p-r) 

implies, by virtue of the Va.lle-Poussin theorem, that the sequence of functions 
{ 7/IE(l, 9k. m nr:l ha.s equipotentia.lly absolutely continuous integrals. Since 

(V H E E)7/IH(l, 9k, m )( s) ~ 7/IE(l, 9k, m )( s) , s E E , (7) 

the conditions of Lemma. 2 hold, hence the sequence (V x E L;) of functions 
{ S 9" x} k:1 converges in measure to the function S 9 x on every set H E :E, m( H) < 
oo. Besides, the sequence of functions {II(S94 x(·)llr}f:1 ha.s equipotentia.lly ab
solutely continuous integrals. It is justified using (6) and (7) by the following 
arguments. Let e E :E then 

[ II(S9"x)(t)ilrdm(t) = [ llx(gk(t))llrdm(t) = 
le l{tEe:g~:(t)EE} 

= jllx(s)llr1/le(l,gk,m)(s)dm(s) ~ 

~ jllx(s)llr7/IE(l,gk, m)(s)dm(s) ~ 

~ ( jllx(s)IIPdm(s)) rfp ( 1[7/IE(l,gk, m)(s)]Pf(p-r)dm(s)) (p-r)/P ~ 

~ c(lllx(s)IIPdm(s)) rfp (8) 

Thus, while m( e) tends to zero, the left hand side of (8) tends to zero uniformly 
with respect to k. Let us choose a. set e = E\H (H E :E, m(H) < oo) from the 
condition 

jllx(s)IIPdm(s) < (~r/r . 
Then, (8) implies (V £ > 0) an existence of set H E :E, m(H) < oo such that 
simultaneously for all k E {1, 2, ... }the following inequality holds 

[ II(S9hx)(t)llrdm(t) < £. 
jE\H 
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Hence, the sequence of functions {S9A:x}J:;1 satisfies all the conditions of [6, 
Theorem 6, chapter 3-3], and therefore converges in the norm of the space L~ to 
the limit function S9 x. That completes the proof of the theorem. 

Lemma 3. Let (V H E :E, m( H) < oo) the following conditions hold: 
1) lim m( {t E H: b(t)-# 0 , 9k(t) E E} b:. {t E H: b(t) -:f 0 , g(t) E E}) = 0; 

k-+oo 

2) for any a > 0 

lim m({tEHng-1(E):b(t)-#0, ll9k(t)-g(t)i i2':o-})=0; 
k-+oo 

3) the sequence {¢H(l,gk,m)}J:;1 has equipotentially absolutely continuous 
integrals; 

4) for any u > 0 

lim m( {t E H n g-1(E): IIBk(t)- B(t)ii 2': u}) = 0 . 
k-+oo 

Then, (Vx E Mn) the sequence offunctions {(Skx)}k:, 1 converges in the space 
Mn to the function S x. 

Proof: Use imbedding: 

{t E H: II(Skx)(t)-(Sx)(t)ll2': u} C {t E H: (Skx)(t)-B(t)(S9A:x)(t)ii2': u/2}U 

U{t E H: IIB(t)(S9A:x)(t)- (Sx)(t)ll2': u/2} C 

C {t E H n 9-t(E): IIBk(t)- B(t)llllx(gk(t))ll 2': u/2}U 

U{t E H: b(t)ii(S9kx)(t)- (S9 x)(t)li 2': u/2}. 

Conditions 3) and 4) imply 

lim m( {t E H n g-1(E): IIBk(t)- B(t)llllx(gk(t))ll 2': u/2}) = 0. 
k-+oo 

Conditions 1), 2), 3) by virtue of Lemma 2 imply 

lim_ m({t E H: b(t)II(S9A:x)(t)- (S9 x)(t)ll2': u/2}) = 0. 
k-+oo 

Thus, (V u > 0, V H E :E, m(H) < oo) 

lim m({t E H: II(Skx)(t)- (Sx)(t)ii2': u}) = 0. 
k-+oo 
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4. Proof of the Main Result (Theorem 1) 

A consequence of Lemma. 3 is that (V x E L;) a. sequence of functions 
{Skx}r: 1 converges in measure to the function Sx on every setH E :E, m(H) < 
oo. Similarly to the proof of Theorem 2 one could justify that (V e E :E) 

analogous to inequality (8). This implies that for any £ > 0 there exists a. set 
HE :E, m(H) < oo, such that simultaneously for all k E {1, 2, ... } 

Reference to [6, Theorem 6, chapter 3-3] completes the proof of Theorem 1. 

5. Conditions for Uniform Convergence 

Theorems 1 and 2 establish conditions of the strong (pointwise) convergence 
of sequences of operators {Sk: L;--+ Lnk: 1 , {S9k : L;--+ Lnr:1 , 1 ~ r ~ p < 
oo. Let us consider now conditions for uniform convergence of these sequences. 

Let J be a. pre-compact family of functions in space L;. Then, under the 
conditions of Theorem 2 the sequence of operators { S DA: : L; --+ L~} r: 1 , 1 ~ r ~ 
p < oo, converges uniformly on the set J to the operator S9 • The assumption 
about the pre-compactness of the set J is essential for the uniform convergence 
of the sequence {S9 k }~1 to S9 • 

Example. Let E = [0, 1], 9k(t) = t- 1/k, t E [0, 1], k = 1, 2, .... Then, 
since the family of functions is compact in space L~([O, 1]), 1 ~ p < oo, if the 
sequence of operators {S9k}r:1 uniformly converges on the set J C L~([O, 1]) to 
the identity operator, then the set J is pre-compact. 

In (2] it is shown that the assumption about compactness of the family of 
functions J in measure is essential for uniform convergence S g~; --+ S 9 on every 
element x E J in measure. 

Definition. Let us say that a. measurable function g : E --+ R n possesses 
property N0 if there exists a. set G C g-1(E) such that m(G) = m(g-1(E)) and 
every measurable set e C G, m(e) = 0 then m(g(e)) = 0. 

Note that a. function g possesses property N0 if Luzin's N-condition holds. 
Particularly, it holds for absolutely continuous functions. 

For a. measurable function g : E --+ R n possessing the property N0 the 
set g(e n g-1 (E)) is measurable for any measurable e C E. According to the 
theorem of Luzin (VII E :E , m(JI) < oo) there exists a. sequence of functions 
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9k: E---+ Rn,continuous on H, such that m{t E H: g(t) =f. g~c(t)} < m(H)/2", 
and by virtue of continuity of the measure m there exist sets H k such that 

n. c {ten\ Q H; :g(t) = g•(t)} 
m(H) 

and m(H~c) = 2k". 

Note that Hi n Hj = 0, i =f. j, and m(U~1 Hk) = m(H). Denote by Ho ~£ 
H\ U~1 H~c. Then m(Ho) = 0. Let e E :E, e C H. Then 

Since m(e n H0 ) = 0 we conclude using [6, ch. 3] that every set g~c(e n Hk) is 
measurable. Then g( e) is measurable. 

6. A Sequence of Operators in L~ 

In Theorems 1 and 2 we exploited the restriction p < oo. In what follows we 
will show that the question about convergence in L~ has a negative answer. 

Consider a sequence of operators S9,., k = 1, 2, ... ,acting in space L~, where 
E C R 1 , 9k: E---+ R 1 , k = 1,2, ... ,.The convergence in space L~ is the uniform 
convergence m-almost everywhere on E. Assume that for functions gk, g : E ---+ 
R 1 , k = 1, 2, ... ,condition N0 holds. Choose such e E :E that e C g( G), m( e) > 0 
and m(g(G)\e) > 0. Consider the function x: 

x(t) = { ~: tEe, 
t fl. e , 

0: =f. f3 . 

For the uniform convergence of the sequence {S9A:x}f:1 almost everywhere onE 
to S 9 x it is necessary that, starting from some number, the following equality 
holds 

(~) 

otherwise lim IIS9kx- S9 xllv = Ia- f31 > 0. 
k-+oo 00 

Since e is an arbitrary set from g(G), then for convergence (pointwise and 
uniform) of the sequence {S9,.x }f:1 to S9 on some "good" set (for example, the 
sphere, a densely closed set in L~, etc.) it is necessary for the number K to 
exist, such that fork > K condition (9) holds for every measurable set e C g( G). 

Let us show that condition (9) implies that beginning from some number K 
for every H C G 

m(gk(H) 6. g(H)) = 0 (10) 
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Assume that (10) does not hold for some measurable setH C G, m(H) > 0. Let 
g(H) = U, 9k(H) = Uk, m(U 6. Uk) > 0. Let m(U') > 0, where U' = U\Uk. 
By virtue of (9) m(gj;1(U') 6.g-1(U)) = 0, and thus the sets gj;1(U') n H, and 
g- 1(U')nH coincide to within a set of zero measure. Moreover, m(g-1(U')nH) > 
0, since the function g possesses property N0 • Then m(gj;1(U') n H) > 0 and 
9k(gj;1(U') n H)= U' c Uk, this contradicts 9k(H) = Uk. Therefore, m(U') = 0. 
Consequently, for every measurable set H C G fork> K equality (10) holds. 

Now we will show that providing condition (9) holds, fork> K, gk(t) = g(t) 
m-almost everywhere on G. Assume the contrary, i.e. that for every number 
K 1 > K there exists k > K1 such that m( { t E G : 9k(t) f:: g(t)}) 2:: £ > 0. 

Denote H' ~r {t E G : gk(t) > g(t)}, H" = {t E G : gk(t) < g(t)}. Then 
either m(H') 2:: £/2 or m(H") 2:: £/2. Assume the first, i.e. m(H') 2:: £/2. Using 
definition (4), consider functions of the set J.LH•(l,gk,m) and J.LH•(1,g,m). From 
(10) we have that g(H') coincides with 9k(H') to within a set of zero measure. 
Condition (9) implies 

1 '1/JH•(l,gk,m)(s)dm(s) = 1 '!fJH•(1,g,m)(s)dm(s), e C g(H'). 

Hence '!fJH•(1,gk,m)(s) = '!fJH•(1,g,m)(s) almost everywhere on g(H'). Since 
9k(t) > g(t), t E H', the following inequality holds 

[ 9k(t)dm(t) > f g(t)dm(t) 
jH, jH, 

or 

[ s'!fJH•(1,gk,m)(s)dm(s) > f s'I/JH•(1,g,m)(s)dm(s). 
j9k(H') j9(H') 

On the other hand, 

[ st/JH•(l,gk,m)(s)dm(s) = [ s'!fJH•(1,g,m)(s)dm(s). 
j9k(H') j9(H') 

The contradiction shows that fork > K, 9k(t) = g(t) almost everywhere on G, 
C:titd consequently almost everywhere on g-1(E), since m(G) = m(g-1(E)). 

Thus, the sequence of operators { S 9,.} k: 1 does not converge in the space 
L00(E,R\:E,m) excluding the trivial case when functions 9k beginning from 
some number K equals g. The same holds (using the same arguments) for the 
sequence of operators { S 9,.} k:1 in the space L00 (E, R n, :E, m) of vector-functions 
X: E-+ Rn, where E C Rn, 9kl9: E-+ Rn, k = 1,2, .... 
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Abstract 

We study the stability of equilibrium states of nonlinear functional-differential 
equations describing pulse modulated control systems. The frequency-domain 
criteria of the Popov type are obtained. 

1. Introduction 

In the past three decades, a lot of effort has been devoted to the study of 
sample-data systems such that their mathematical description can be reduced to 
discrete-time models. However, numerous pulse-modulated systems of theoretical 
and practical interest do not admit a discrete-time reduction. The systems ofthis 
kind involve a modulated parameter (e.g. frequency, width, amplitude, phase) 
which depends nonlinearly on a modulated input function. So their study leads 
to functional-differential or functional-integral equations. 

"'""""'""'" communication is concerned with stability of the equilib-
states dosed-loop pulse-modulated systems. It follows in the 

of papers [1]-[3]. The on averaging of a modulator 
and on the is solving 

The generalize the classical 
The here resembles equivalent areas in 

Aa~•H''"n'"""A'-'""'- non-rigorism of the latter. It is applicable 
an upper bound of a sampling period is known. 

The advantage of the is that the of the impulse may not be 
known exactly, so the criteria provided guarantee good robustness to variations 
of the modulator's parameters. 

2. Problem Formulation 

The main element of a pulse-modulated system is the modulator. It is de
scribed with a nonlinear operator M which transforms a continuous output func
tion u(t) into a piecewise continuous output function f(t): 

f = Mu (1) 
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The operator M satisfies the causality condition: the value of f at a point 
t depends on values of u at preceding points r, r ~ t, only. The description of 
f( t) involves an increasing sequence of sampling moments to, t1, tz ... ( tn --+ +oo 
as n --+ +oo ). When tn < t < tn+l the function f( t) presents the form on the 
n-th impulse. Suppose that f(t) does not change its sign on a sampling interval 
(tn, tn+l), and a sampling period Tn = tn+l - tn can be estimated 

(2) 

where Ko, Tare positive constants; i.e. upper and lower bounds of Tn exist. 
Let vector x(t) of dimension m describe the system's state at a moment t. 

Consider a functional equation (1) together with a linear differential equation 
with constant coefficients written in vector form 

dx bf * dt = Ax + , u = c x . (3) 

Here A is a real constant m X m matrix, b, c are real constant m-dimensional 
vectors, and * denotes vector transpose. In technical applications equation (3) is 
commonly described by the rational complex-valued function W(p) of a complex 
variable p: W(p) = c*(A- plm)-1 b, with Im being the identity matrix of order 
m. It is called the transfer function from - f to u. Suppose that polynomi
als det(plm- A) and W(p) det(plm- A) have no common roots (such transfer 
functions are said to be nonsingular ). Denote 

p =lim pW(p), 
p-+0 

"'= lim pW(p), 
p-+oo 

x(P) = pW(p)- "'. 

Let us consider the sequence { vn} of mean values off( t) at sampling intervals 

1 ltn+l 
Vn = T f(t) dt. 

n t,. 

Require Vn to be bounded for n ~ 0. For many kinds of modulation a nonlinear 
function ¢( u) can be constructed so that for any sufficiently large n, n :2: 0, a 
moment tn satisfying tn ~ tn ~ tn+1 and 

(4) 

exists. This function ¢( u) will be called an equivalent nonlinearity. Let us show 
that an equivalent nonlinearity exists for commonly used kinds of modulation. 

1. Pulse-amplitude modulation (PAM). In this case tn = nT, 

f(t)= {a.(u(nT))jr, nT<t~nT+r, 
0 , nT + r < t ::; ( n + 1 )T , 
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with r, T positive constant, 0 < r < T. Here a(u) is a continuous bounded 
function, a(O) = 0. Obviously Vn = a(u(nT))/T, and (4) holds for tn = nT 
and </>(u) = a(u)/T. 

2. Pulse-frequency modulation of the first kind (PFM-1). Here tn+l = tn + 
~(la(tn)l), 

f(t) = { A(u(tn))/r, in< t::; tn + T, 
0 , in + T < t ::; tn+l , 

A( a) = 0 for lui ::; ~ and A( a) = sign( a) for lui > ~. T, ~ are positive 
constants. The function ~(f.l) is continuous, nonincreasing for f.L ~ 0 and 
~(;..t) --+ ~oo = const > 0 as f.L --+ +oo, 0 < T < ~00 • Apparently Vn = 
A(u(tn))/~(ia(tn)l) and (4) holds for tn = tn and </>(a)= A(a)/~(jaj). 

3. Pulse-frequency modulation of the second kind (PFM-2). In this case tn+l is 
the minimal root of the equation tn+l = tn +~(ia(tn+I)I), the functions J, A 
and~ are the same as those for PFM-1. Evidently Vn = A(u(tn))/~(iu(tn+I)i). 
Since A (a( tn)) f= A (a( tn+ I)), relation ( 4) does not hold directly. To solve 

this problem let us consider the sequence in = tn + T instead of tn. Then 
in+l- in = Tn = ~(la(tn+t)l) and </>(a)= A(a)/~(ial) turns out to be an 

equivalent nonlinearity with tn = tn+I. 
4. Pulse-width modulation of the first kind (PWM-1). Here tn = nT (T = 

const > 0), 

f(t) = {sign (a(nT)), nT < t::; nT + Tn, 
0, nT+rn < t::; (n+ l)T, 

Tn = F(ia(nT)j). The function F(f.l) is continuous and nondecreasing when 
f.L ~ 0, F(O) = 0, F(f.l) ::; T for all f.L > 0. Evidently Vn = 
F (Ia( nT) I) sign (a( nT)) /T and ( 4) holds for </>( u) = F( Ia I) sign( a) /T and 

tn = nT. 
5. Pulse-width modulation of the second kind (PWM-2). In this case tn = 

nT, Tn is the minimal nonnegative root, satisfying Tn ::; T, of the equa
tion Tn = F(la(nT + Tn)l), if it exists; otherwise, Tn = T. The func
tions f(t) and F(p) are the same as those for PWM-1. It is obvious that 
Vn = F(la(nT + Tn)l) sign (a(nT))/T. The modulation law implies that 

T < F(la(nT + r)l) forTE [O,rn)· Hence a(nT + r) f= 0 when T E [O,rn] 
and therefore sign (a(nT)) = signa(nT + Tn)). So (4) holds when </>(u) = 
F(!al) sign(a)/T and tn = nT + Tn· 

6. Integral pulse-width modulation (IPWM). In this case tn = nT, 

( ) { 0 , nT < t ::; nT + T n , 
ft = sign(f.Ln(rn)),nT+rn<t::;(n+l)T, f.ln(r) = 1r a(nT+s) ds. 

Here Tn is the minimal positive root, belonging to the interval (0, T], of 
the equation if.ln(rn)i = ~ (with ~ a positive constant). If such a root 
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does not exist, then f(t) = 0 for nT < t ~ (n + 1)T. It is evident that 
Vn = (T- rn)sign (J.Ln(rn))/T, if the root rn exists, and Vn = 0 otherwise. 
Apparently J.ln( rn) = a( nT + (n)rn for some middle point (n, 0 ~ (n ~ Tn. 
Hence, if the root rn exists, then rn = ~/Ia( nT + (n)l and 

If the root r n does not exist, then a number "'n such that nT < "'n < ( n + 1 )T 
and ja(ryn)l < ~/T can be found. Therefore (4) follows by setting 

</>(a)= { (1- ~/(Tial)) sign( a), lal;::: ~/T, 
o, Ia I < ~IT, 

with either tn = nT + (n or tn = "'n-
The equivalent nonlinearity can also be constructed for some more compli

cated types of modulation (combined, linear integral pulse-width, phase) (4]. 

3. The Main Results 

Suppose that for any sufficiently large n, n ;::: 0, a number tn exists such that 
tn ~ tn ~ tn+l and 

(5) 

where a,. is a nonnegative constant. If an equivalent nonlinearity </>(a) exists, 
then (5) is evidently guaranteed by the conditions: ¢>(0) = 0 and 

(6) 

for all a =f. 0 (if a,.= 0 then 1/a,. = +oo). The restriction (6) means that the 
graphic of the function y = ¢>( 0') lies in the plane sector bounded by the straight 
lines y = 0 and y = 0' / 0' ,.. The Popov stability criterion is known for systems 
with nonlinearities satisfying (6) [5]. We will formulate the stability criterion fur 
pulse-modulated systems which is converted to that of Popov as T tends to zero. 
The first theorem is concerned with systems having stable linear part. 

Theorem 1. Let matrix A be stable, i.e. all its eigenvalues lie in the open left 
half-plane, and let numbers r, c, 8, (r, c positive) exist such that the following 
conditions hold. 

1. Provided (} =f. 0, an equivalent nonlinearity ¢>( 0') exists which satisfies ( 4), 
with tn being the same as in (5), and the Lipschitz condition 

(7) 
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for all O't, a 2 • (Here Lis a positive constant.) 
2. The algebraic inequality 

(8) 

takes place. 
3. all real numbers w, 0 S: w S: +oo, the frequency-domain inequality 

a.,+ ReW(iw) + (}Re(iwW(iw))- r- f2- ftw
2
IW(iwW-

-(T2/(12r))lx(iwW[4el(a.,- r- e2 )w2 + tPw2 + 1] > 0 (9) 

holds. (For w = +oo this inequality is considered as a limit relation.) Here 
the numbers ft, e2 are defined by formulas 

Cl = T
2 

[1 + ~IOILIKI] 2 + 218ILT' Ti I 'lr2f 2 1r f2 = f + K • (10) 

Then for all the solutions of (1) and (3) the limit relations Vn -t 0 as n -t oo, 
a(t) -t 0 as t -t +oo take place. 

It is of interest to observe that if T -t 0, r -t 0, e -t 0 so that T 2
/ e -t 0, 

T2/r -t 0, then (8) and (9) are reduced to the Popov frequency-domain condition: 
a.,+ ReW( iw) +ORe( iwW( iw )} > 0 as 0 S: w S: +oo. 

We proceed by treating the case of a system with a neutral linear part. 

Theorem 2. Assume that matrix A has one zero eigenvalue while all then other 
eigenvalues have negative real parts. Let p > 0 and numbers r, e, 0 (r, e positive) 
exist such that conditions 1-3 of Theorem 1 hold. (For w = 0 inequality (9) is 
considered as a limit relation.) Then for all the solutions of (1) and (3), the limit 
relations Vn -t 0 as n -t 0, a( t) -t 0' 00 as t -t +oo take place. Here (J 00 is a finite 
number depending on initial conditions, if an equivalent nonlinearity exists, then 
</>((Joo) = 0. 

The above formulated theorems can be strengthened for some important 
special cases. 

Theorem 3. If for all sufficiently large n, n ~ 0, either tn = tn or tn = tn+l 
holds, then Theorems 1 and 2 remain valid if we use the formulas 

T 2 2IOILT 
ft = - 2- + , f2 = f 

1r f 1r 

instead offormulas (10). 

As shown previously, the condition tn = tn takes place for PAM, PFM-1 and 
PWM-1. 
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We shall define for positive numbers n, such that tn <In < tn+b two values 

1 1t,. 
Mn = - 1/(t)l dt, 

tn- tn t,. 

Theorem 4. Let for all sufficiently large n, n 2:: 0, satisfying tn < In < tn+b 
one of the following conditions holds: 

1. K. > 0 and Mn 2:: Nn; 
2. K. < 0 and Mn ~ Nn. 

Then Theorems 1 and 2 remain true for £ 2 = E. 

Evidently Mn, Nn are mean values of a function lf(t)l on intervals (tnJn) 
and (In, tn+J), respectively. The inequality Mn 2:: Nn takes place when lf(t)l is 
nonincreasing on (tn,tn+l) or f(t) = 0 on (tn,tn+I)· The inequality Mn ~ Nn 
holds when 1/(t)l is nondecreasing on (tn, tn+d or f(t) = 0 on (tn, tn)· 
Example. Consider the equation of the first order dxfdt = -ax- kf, cr = x, 
where k, a are positive parameters. In this case W(p) = kf(p +a). We shall 
apply Theorem 1 with () = 0. Frequency inequality (9) can be reduced to two 
algebraic inequalities: 

r(cr,.- r- E2- E1k2)- ET2k2 a 2(cr,.- r- E2)/3 > 0, 

r(cr,.- r- E2)a
2 + rka- T 2k2a 2 /12 > 0. 

Selecting r = akT2 j(1r..f3), E =(cr.,.- Tk)/2, it is straightforward to check that 
the conditions of Theorem 1 hold if 

cr,. > (1 + 2j1r)kT + 2akT2 j(1rVJ). 

If either Theorem 3 or Theorem 4 is applicable, then by choosing E = cr,./2, the 
inequality 

is obtained. 

4. Proofs of the Theorems 

Let us consider a piecewise constant function v(t): v(t) = Vn as tn < t ~ 
tn+l· We shall change the variables in equation (3) with the help of Lienard-type 
transformation: 

u = t (f(s)- v(s)) ds, 
ito 

y=x-bu, a= cr + K.u. 

Taking into account that K. = -c"'b, it leads to the equations 

~~ = Ay + Abu + bv , a = c"' y (11) 

for t 2:: t0 • Let us define piecewise continuous functions ~(t) a(t) - a(In), 
TJ(t) = a(t)- o-(tn) when tn < t ~ tn+I· Evidently TJ(t) = ~(t) + K.u(tn) for 
tn < t ~ tn+l· First we prove three lemmas. 
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Lemma 1. The inequality 
(12) 

holds for any t, tn ::::; t ::::; tn+l, and the following relation holds 

(13) 

Proof of Lemma 1. Under the assumptions above the function f(t) does 
not change its sign on (tn, tn+l)· We shall consider the case when f(t) 2:: 0 only; 
otherwise the proof is analogous. Let an interval (a, (3), tn ::::; a < f3 ::::; tn+l exist 
such that u( a) = u(f3) = 0 and u( t) does not change its sign on (a, (3). Provided 
f( t) 2:: 0, the following inequalities hold when a ::::; t ::::; f3: 

u(t) = 1t (f(s)- vn) ds 2:: -vn(t- a), 

u(t) = -1{3 {J(s)- vn) ds::; vn(f3- t). 

If u(t) 2:: 0 on (a,(j), then (15) implies 0::::; u(t)::; vn(f3- t), so 

1
{3 1{3 1 

u(t)2 dt::::; v~ ((3- t) 2 dt = -v~((j- a)3
• 

a a 3 

If u(t)::::; 0 on (a,(j), then we obtain from (14) 

1
{3 1{3 1 

u(t)2 dt::::; v~ (t- a)2 dt = -v~((j- a)3 
• 

a a 3 

(14) 

(15) 

Consider the set of points t belonging to (tn, tn+l) for which u(t) f:: 0. Since 
u(t) is a continuous function, this set is open and can be partitioned in not more 
than countable number of intervals ( ak, f3k), k = 1, 2, ... , which do not intersect 
each other. Then 

f" u(t)
2 

dt = ~ f u(t)
2 

dt . 

Obviously u(ak) = u(f3k) = 0 and u(t) does not change its sign on (ak,f3k)· 
Therefore, as shown above, 
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For an arbitrary integer N, N ~ 1, the estimate 

holds, whence 
00 

I).Bk- ak)3
:::; T~ . 

k=l 

Thus, inequality (13) is proved. Inequality (12) follows immediately from the 
estimate -vn(t- tn):::; u(t):::; Vn(tn+l- t) as in:::; t:::; tn+l· 

Lemma 2. The following inequality holds 

This inequality represents a version of the known Wirtinger inequality. It 
may be proved by slightly modified arguments given in [6]. 

Consider two real quadratic forms 

F1(u, v) = r(v2
- 3u2 jT2

), 

F2(y, u, v) = (c*y- a*v)v + Bvc*(Ay +Abu+ bv)+ 

+c:1 (c*(Ay +Abu+ bv))
2 + c:2v2 

• 

Lemma 3. Let n be a sufficiently large positive integer, and conditions of any 
theorem of those formulated above hold. Then for functions y(t), u(t), v(t) 
satisfying (11) the following integral-quadratic relations are valid: 

l
tn+I 

Ft(u(t),v(t))dt ~ 0, 
tn 

(16) 

(17) 

Proof of Lemma 3. Inequality (16) evidently follows from Lemma 1. De
note ~ = 2T j1r. In order to prove (17), it suffices to show that there exists a 
nonnegative number 80 such that 

(18) 

for sufficiently large t. Then Lemma 2 can be applied. 
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Rewrite (18) in the form of 

Taking (5) and (7) into account, one sees that 

(a- u*v)v ~ ~v, lv- ¢(a) I ~ Ll~l . 

So (19) is ensured by the inequality 

(20) 

Let the conditions of Theorem 1 be fulfilled. In view of (12), the estimate 

(21) 

can be obtained. Hence for inequality (20) to hold, it suffices to ensure the 
inequality 

Using £ = £2 - TIKI we derive 

So (20) holds if the condition 

is fulfilled. Ensure the quadratic form, with arguments 1~1, ldUfdtl, written in 
the left-hand side of this inequality to be positive semidefinite. Then Oo should 
be selected so that 

Oo ~ 1/(4c), £1- (1/(4c))82 L2T 2
K

2 ~ 80 /:i2
, 
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4(cl- (]2 L2T2 ~'> 2 /(4c)- Oo~2)(0o- 1/(4c)) 2: 02 L 2 (1 + TIKI/(2c))
2 

• (23) 

Define Oo by the formula 00 = (4c1 - ()2 L2T2K2 /c + ~2 /c)/(8~2 ). Substituting 
the right-hand side of this equality for 00 in (23) provides 

Inequalities (22) and (24) are satisfied if 

4c1 2: 02 L2T2 K2 /c + ~2 /E + 2~IOIL(2 +TIKI/c), 

which is equivalent to c1 2: ~lOlL+(~+ IOILTIKI)2/(4c). This inequality is 
obviously valid when c1 is defined by (10). So relation (17) holds. 

Under the conditions of Theorem 3 we obtain u(tn) = 0 and ~(t) = r;(t). So 
we can use the relation 1~1 = lr;l instead of (21) and the preceding arguments can 
be repeated as if K = 0. 

Let the assumptions of Theorem take place. It is easily seen that when 
tn ~ t ~ tn+t the relation 

(25) 

holds. Under the assumptions imposed on f(t) we have vnf(t) 2: 0 when tn < 
t < tn+I· Put t = tn. Relation (25) and the conditions of Theorem 4 yield 
Ku(tn)vn 2: 0 when n is sufficiently large. Then VT} 2: v~ and the above proof is 
valid for Ez =E. The proof of Lemma 3 is completed. 

Proof of Theorem 1. Consider the real quadratic form F(y, u, v) = F1 ( u, v)+ 

F2(y,u,v), where F1 , F2 are introduced earlier. Denote by F(y,u,v) the hermi
tian form (defined for complex y, u, v) obtained from F(y, u, v) by extending it 
to a hermitian form. For any real w we define the 2 x 2 matrix function II( iw) 
by the formula 

.F( -(A-iwim)-1(bv+Abu),u,v) =- [~r rr(iw) [~] . 

(Here * denotes hermitian conjugation.) By direct computations we obtain that 

II(" ) = [IIn(iw) Il12(iw)] 
zw Iltz(iw) Ilz2(iw) ' 

where 

Iln(iw) = 3r/T2
- Etw2 lx(iw)l 2 

, 

Il22(iw) = u.- r- €2 + ReW(iw) + ORe(iwW(iw))- c1w2 IW(iw)l2 , 

Il12(iw) =X( -iw)(l/2- Oiw/2- Etw2W(iw)) . 
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Condition 2 of Theorem 1 means that II22( oo) > 0. It is straightforward to 
show that condition 3 ensures the inequality det II( iw) > 0, 0 :::; w :::; +oo. By 
the Sylvester criterion and the continuity of II( iw), the hermitian matrix II( iw) 
is found to be positive definite for 0 :::; w :::; +oo. Then, by the Yakubovich
Kalman lemma in the nonsingular case (see Theorem 1.2.7 [7]), there exist a real 
symmetric matrix H and a positive number 6o such that 

2y* H(Ay +Abu+ bv) + F(y, u, v):::; -6ov2 (26) 

for all real m-dimensional vectors y and real numbers u, v. Define a Lyapunov 
function 

It follows from (26) and Lemma 3 that for any solution of (11) and for sufficiently 
large n, n ~ 0, the inequality 

(27) 

holds. Under the above assumptions a sequence Vn is bounded and, consequently, 
so are functions v(t), u(t) for t ~ t0 • Therefore the stability of the matrix A 
ensured that all the solutions of (11) are bounded fort~ t 0 • Hence the function 
V(y(t)) is bounded as well, and (27) implies that 

Since, from (2), Tn ~ KoT > 0, we conclude that Vn -+ 0 as n -+ oo. Then 
inequality (12) yields u(t) -+ 0 as t-+ +oo. As the matrix A is stable, we obtain 
y(t)-+ 0, a(t)-+ 0 as t-+ +oo. This completes the proof of Theorem 1. 

The next lemma seems to be generally known. It will be useful in proving 
Theorem 2. 

Lemma 4. Let v(t) be an absolute continuous function, g(t) be a piecewise 
continuous one, and 

dv 
(v(t)- g(t)) dt :::; 0 (28) 

for all t ~ r0 • (At discontinuity points, (28) holds for both one-side limits.) Then 
the following statements are valid: 

1. If g(t) is bounded fort ~ r0 , then so is v(t). 
2. If g(t)-+ 0 as t-+ +oo, then v(t) has a finite limit as t-+ +oo. 
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Proof of Lemma 4. Let B be a number such that g(t) ~ B fort ~To and 
v(To) ~B. Show that v(t) ~ B fort~ To. Suppose not; then there exist numbers 
Tt, T2 for which v(T1 ) = B, v(t) > B as T1 < t < T2. Then v(t)- g(t) > 0 for 
Tt < t < T2 and, consequently, (28) implies dvjdt ~ 0. So v(t) ~ v(Tt) = B as 
Tt ~ t ~ T2. The contradiction proves B to be an upper bound of v(t). The lower 
bound of v(t) may be obtained similarly. 

Further, let g(t) -+ 0 as t -+ +oo. If dv/dt does not change its sign for 
sufficiently large t then v(t) becomes monotone, and hence it has a finite limit as 
t-+ +oo. Let dvjdt take both positive and negative values when tis large. Th<=>rr, 
in view of (28), the function v(t)- g(t) cannot preserve its sign as t increases. Let 
for some positive numbers E and Tt, r1 > r 0 , we have g(t) < E as t ~ T1. Then 
for some sufficiently large 72, T2 ~ 7t, the inequality v( 7z) - g( 72) ~ 0 holds. 
Hence v( T2) < E and, as shown in the first part of the proof, v( t) ~ E for t ~ 72. 

Similarly it can be shown that for all sufficiently large t the inequality v( t) ~ -E 

holds. Since E may be chosen arbitrarily small, we obtain v(t) -+ 0 as t -+ +oo. 

Proof of Theorem 2. The transfer function W(p) admits a representation 

W(p) = Wt(P) + pjp, (29) 

with the function W1 (p) having all the poles in the open left half- plane. Then 
Re W ( iw) = Re W 1 ( iw) and it becomes obvious that the matrix function II( iw) 
defined in the proof of Theorem 1 depends continuously on w when 0 ~ w ~ 
+oo. So, as shown in the proof of Theorem 1, II( iw) is positive definite for 
0 ~ w ~ +oo. However, the Yakubovich-Kalman lemma in the nonsingular case 
is not applicable, since W(p) has a zero pole. We use the singular case of this 

lemma (see Theorem 1.2.6 [7]). Let us consider the 2 x 2 matrix ll(iw) for which 

lln = IIn, ll12 = II12, ll22 = II22 - 8o with ho being a positive number. It is 
easily seen that ll( iw) is positive definite for 0 ~ w ::; +oo when 8o is sufficiently 
small. So there exist a matrix H satisfying (26), and therefore (27) takes place. 
Further, by changing variables, the system (11) can be reduced to the system 

dv 
-=v, 
dt 

a = ci Yl - pv - K-U • (3UJ 

Here y1 is a vector function of dimension m - 1, A is a stable m X m matrix, 
bt, c1 are m-dimensional vectors, "" = p- cibt. ci(Al - plm_t)-1bl = Wl(P) 
where W1(p) satisfies (29). Show that all the solutions (30) are bounded when 
t ~ t0. Since a sequence Vn is bounded, we obtain that so are functions u(t), 
v(t) for t ~ to. The matrix A1 being stable, we conclude that Yt(t) is also 
bounded. Under assumption (5), we have a(tn)vn ~ 0 for sufficiently large n. 
Since v(tn) = v(t) + (tn- t)vn for tn ~ t::; tn+l and p > 0, inequality (28) holds 
with 
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as tn < t < tn+l· By the first statement of Lemma 4, the function v( t) is bounded 
for t ~ t0 • Thus, the solutions of (30) are bounded, and so are the solutions of 
(11). Similarly, as in the proof of Theorem 1, it can be shown that v(t) -l- 0, 
u(t) -l- 0 as t - +oo. Then y1 (t) -l- 0 as t -l- +oo. Applying the statement of 
Lemma 4, we conclude that v( t) has a finite limit as t -l- +oo and, consequently, 
so does u(t). 

The assertions of Theorem 3 and Theorem 4 follow immediately from Lemma 
3 and the previous proofs. 
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Abstract 

A synopsis is presented describing a new method of normalization for some 
classes of ordinary differential equations including autonomous and non au
tonomous systems continuously depending on a vector parameter. The article 
especially concentrates on the application of a new normalization algorithm to 
the study of the birth of steady resonance modes, of stability changes during 
systems passing through the resonance, as well as the resonance danger. 

1. Introduction 

Consider a system of ordinary differential equations in Rn 

h 8F 
dt = A(JL)x + F(t,JL,x), F(t,JL,O) = dx (t,JL,O) = 0 (1.1) 

where the matrix A(JL) and the vector-function Fare continuously dependent on 
a vector parameter JL E D C R, where D is a dosed domain in R containing zero. 

Let C be a set of functions from t, JL, continuous and bounded in R X D. 
Assume that the nonlinearity F could be represented by a Taylor series with 
respect to x and with C-coefficients. 

Let A(JL) = ((.At(JL), .. . .An(JL)) be a spectrum of the matrix A(JL). For each 
fixed value of JL E this spectrum could be divided into two parts: a critical 
part {A.s(JL)iReA. 8 (JL) = 0}, and a non-critical one. In this paper we concentrate 
on the study of systems (1.1) with a non-empty critical part. Different stability 
cases could be realized in the system (1.1) depending on the amount spectrum 
points from the critical part of spectrum, Le., situated on the imaginary complex 
plane axis, and on the structure of the elementary divisors of the matrix A. 
Investigations of the different aspects the stability theory for critical cases 
could be found, for instance, in [1-7]. Recently special attention was paid to the 
study of stability of solutions for systems with resonance [3, 8-11]. 

Our paper deals with a study of bifurcation phenomena when the parameter 
JL is moving within the domain D. Let us assume that for JL = 0 the critical 
part of the spectrum for the system (1.1) is non-empty. When the parameter JL 
is moving from 0 into the domain D* = D\{0}, two main situations are possible: 

a) the amount of the eigenvalues from the critical part of the spectrum and the 
structure of the elementary divisors of A(JL) are the same; 
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b) the change is taking place in the critical part of spectrum and in the structure 
of the elementary divisors. 
In both situations different bifurcation phenomena in the neighborhood of 

the stationary point are possible. In situation a) the Hopfbifurcation was studied 
more thoroughly for autonomous and periodical systems (see [12], [13]). 

The main results of our study are connected with the more general bifurca
tion phenomena: 

1) the birth of steady modes; 
2) the stability changes on passing through the inner resonance. 

To solve such problems the system (1.1) can be presented in a quasi-linear 
form 

~~ = A(JL)x+F0 (t,JL)+ f.EiF(j+I)(t,JL,x) 
J=l 

(1.2) 

where f is a small parameter, F(j+l) is a vector- form in x of the degree j with 
coefficients from C. 

System (1.2) could be immersed into a family of quasi-linear parametrically 
perturbed systems 

dx ~. 
-d = A(JL)x + F0 (t, JL) + L.J EJ Fj(t, JL) 

t . 
J=l 

(1.3) 

where F0 (t,JL) E C, Fj(t,JL,x) is a vector-polynomial in x of the degree ni with 
coefficients from C. (Under the vector-polynomial degree we mean a maximal 
degree of its components). 

System (1.3) emerges in different problems ofthe oscillation theory (4, 14, 1.5, 
16] where autonomous and periodical systems were most deeply studied. Even 
for Fj with ni = 1, a parametric resonance problem is an interesting one (17]. 

One of the most effective methods of studying bifurcation phenomena proves 
to be that of normal forms which were introduced by A. Poincare (see [3], [18]). 
This method was developed in detail for the autonomous and periodical systems 
(1.1), (1.2) independent of the parameter JL· However, the notion of resonance 
terms used in the Poincare process of normalization is not applicable for the 
non-autonomous systems with coefficients from C. For example, the resonance 
normalization cannot be applied when the spectrum consists only of zero eigenval
ues. Let us underline further that the resonance normalization of the autonomous 
and periodical systems (1.1 ), (1.2) do not in general possess the continuity in JL· 

In Section 2 a new normalization process suitable for obtaining the normal 
form of the system (1.3) continuous in D is described. It is possible to obtain 
such a normal form of the resonance type continuous in JL for the autonomous 
and almost periodical systems with zero spectrum (see Section 3). 

In Sections 4 and 5 we produce some results of solving problems 1 and 2 in 
which a developed normalization method was used. Systems of the type (1.3) 
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will further be referred to as the C-systems and the P-system in all cases when 
the coefficients of (1.3) are almost periodical in t functions uniformly in p,. 

2. The Normal Form of C-Systems 

In this Section a complete description of a new normalization process is given, 
based on the generalization of the Poincare homological equations. 

2.1 General scheme of normalization. Consider a C-system (1.3) and the 
following C-transformation: 

00 

x = y + ci>o(t,Jt) + 'I>ici>j(t,p,,y) (2.1) 
j=l 

where Fj and cl>j are the vector-polynomials of ni and mj degree (m;::: ni)· The 
C-transformation (2.1) transforms the system (1.3) into the system 

(2.2) 

where Fj are vector-polynomials of mi degree. 
Let us introduce operators LA, LAG such that: 

where ~! is the Jacoby matrix. Both operators convert each vector-polynomial 
into a vector-polynomial of the same degree. 

Let us assume that (2.1) transforms (1.3) into (2.2). This means that for 
every p, E D the following equations should be fulfilled: 

LAci>o = -Fo +Go, LAaci>j = Wj + Gj, j = 1,2,... (2.3) 

where 'lit = -Ft(t,jl., y + cl>o), 

In the formation of Fj, only the functions FR. and ci> q for £ ~ j, q ~ j - 1 
participate. 

Definition 2.1. The C-system (1.3) is formally equivalent in D to C-system 
(2.2), if there exists a C-transformation (2.1), such as that for each j the vector
polynomials ci> i satisfy the identities (2.3). o 
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Note. In the construction of a normalization process all series are considered 
formal. 

Definition 2.2. Equations 

LA~= H(t, JL, y)' LAG~= H(t, JL, y) (2.4) 

with a given vector-polynomial H E C are called C-solvable if they allow the 
existence of the solution in a form of vector-polynomial form with coefficients 
from C. o 

Equations (2.4) are analogous to the homological equations that appear in 
the Poincare resonance normalization (see [3]). We will call them the generalized 
homological system of equations. The proposed normalization procedure is based 
on the consequent use of these equations, starting from a given concrete system 
(1.3), determining c.P 0 and Go for j = 0, and calculating consequently the vector
polynomials <1.> j and G j for j ~ 1. On each step the C-solvability on D is ensured. 
Because of the non-uniqueness of solutions for the generalized homological system 
(2.3), for the determination of the normal form of the system (1.3) one should 
choose among all formally equivalent systems the system with a minimal number 
of non-zero terms in each polynomial G j. 

Thus, the construction of a normal form continuous in Dis reduced to obtain
ing C-solvability conditions of the generalized homological equations. They are 
dependent essentially on the spectrum properties of the A(JL) matrix and should 
meet the demand of choice of the transformation class with the above-mentioned 
minimality conditions. 

The first step of the normalization process consists of reducing A(JL) to some 
normal form. For a fixed J1 it is usually the Jordan normal form. For a parameter
dependent matrix, the Jordan form does not always have the continuity property 
in 11 [3]. Thus the normalization process is essentially dependent on the possible 
structure of the matrix A(JL) normal form continuous in D. 

2.2 A case of the Jordan form continuous in p.. 
matrix A(JL) in D has a continuous Jordan form 

A(JL) = 

0 0 

0 
cz 

0 

0 
0 

Let us assume that 

Cj = 0 or 1 . 

To obtain C-solvability conditions for generalized homological equations (2.4), 
let us consider the equations for the vector-polynomial <1.> coefficients. A set 
of coefficients could be ordered in such a way that the corresponding equation 
system will have the following form: 

a~ -- - -dt = A(JL)~ + H(t,JL) (2.5) 
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where i is a vector of vector-polynomial ~ coefficients, A(J.L) is a triangular matrix 

and fi is a known vector. The triangularity of the matrix A(J.L) allows reducing 
the problem to obtaining the C -solvability conditions for a scalar equation: 

d¢ 
dt = a(J.L)¢ + h(t, J.L) , h(t,J.L) E C . (2.6) 

Definition 2.3. Equation (2.6) is called a regular equation in D if it has one 
and only one solution in C for any heterogeneity h( t, J.l) E C. o 

It is quite obvious that the regularity criterion in D is that for each J.l E D 

Re a(J.L) :f 0 . (2.7) 

Let us describe some sufficient conditions of the C-solvability for non-regular 
equations. Assuming that 

a(J.L) = TJ(J.l) + ik(J.L) , D = D0 u D+ u D_ 

Do= {J.L ED iTJ(J.L) = 0}, D+(-) = {J.L ED iTJ(J.L) > 0 (< 0)} 

let us introduce the following functions 

f±(t,J.L) = 1t exp ( ± a(J.L)r)h(r,J.L)dr, J.l ED+(-) 

f(t,J.L) =lot exp ( - ik(J.L)r)h(r,J.l)dr, · J.l ED 

and a limit 

1 1T M± = lim -T f(t,J.L)dt. 
T-+oo 2 0 

Lemma 2.1. Let the function h(t,J.L) E C in (2.6) be such that 
i) f(t, J.L) E C, 

ii) there is an average uniformly in J.l and f 

1 1i+T M(J.L) = lim 
2

T f(t,J.L)dt. 
T-+oo l-T 

Then (2.6) has the only one solution in C-class and this solution is defined 
by the equality 

¢(t, J.L) = exp (a(J.L)t) ( E(J.L) + 1t exp (- a(J.L)r)h(J.L, r)dr) (2.8) 
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where 

E(p) = =t=M±(JL), for f.L E D±, E(p) = M(p), for f.L E D 0 • o 

Consider a vector-polynomial Fj, where !W (t, f.L )xP is some term of its s-th 

component; g~~) ( t, f.L )yP, q).j) ( t, f.L )yP have the analogous meaning for the vector
polynomials Gj, <J.)i· Here xP,yP are of a multidegree, p = (p1, ... ,pn)· In the 
process of normalization for each term of the equation (1.3) there is a correspond
ing equation (2.6): 

where JiV}(t, J.L) E Cis a known function. 

Definition 2.4. The vector p E Z~, the correspondent to it terms of the 
s-th equation systems (1.3), (2.2), as well as the transformations (2.1) are called 
regular (non-regular) in D if the corresponding equation (2.9) is regular (non
regular) in D. o 

To normalize in D we should find for each j, p, s a consequent solution (2.9) 
in C-class according to the following alternative: 

1. If p is a regular vector, then we assume in (2.9) g~~)(t, p) = 0 and find 

¢>V}(t,p) as its only C-solution, 

2. If pis a non-regular vector, then we choose gW(t,J.L) E C to satisfy the 
conditions of Lemma 2.1 then determine according to (2.8). (In general,the 

choice of g~~) ( t, f.L) is not unique). 
Let us formulate a normal form theorem, defining the set of p non-regular 

vectors of j-th order in E by Njs(O:::; IPI:::; mj) from the s-th equations. 

Theorem 2.1. Consider the equation (1.3) with the A(f.L) matrix which Jor
dan form is continuously dependent on f.L E D. Then there exists a formal C
transformation (2.1) which transforms (1.3) into its normal form 

dys _). ( ) + (s)( ) 
00 

j '\:'""' (j)( ) p dt - s f.L Ys CsYs+l +Yo t, f.L + E ~ 9ps t, J1 Y (2.10) 
j=l pEN,; 

containing only the non-regular D terms. D 

The structure of the normal form is closely dependent on the domain 
Let us consider two domains D and such that D n =/: 0 and to which 
correspond different non-regular vector-sets. Then the system (1.3) will have 
different normal forms in D and D* and in the domain D n D*. This appears to 
be very important for the study of bifurcation problems (see Section 5). 
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3. The Normalization of Almost Periodical and Autonomous Systems 

3.1 P-systems with a Jordan matrix. Consider the systems (1.3) assuming 
that all its coefficients belong to the class P-almost periodic functions t, uniformly 
in J.t E D. It is known that the spectrum of such functions does not depend 
on J.t. The normalization problem will then be considered in the class of P
transformations (2.1). In this case in the equations (2.6) h(t,p) E P and Lemma 
2.1 provide conditions for the existence of P-solutions. 

In the procedure of finding the normal form coefficients from (2.9) the alter
natives for their solutions change. This is connected with the appearance of new 

possibilities of choosing gW(t,p) in the non-regular equations (2.9). 
All non-regular equations (2.9) in an almost periodical case could be divided 

into resonance and non-resonance ones. Here are the necessary definitions. 
Let us consider the spectrum of the heterogeneous and non-linear part of the 

system (1.3) in the j-th approximation in f. It is formed as a union of spectrum Sj 
of corresponding coefficients. Let Sj be their closures and M(Sj) be a minimum 
module whose elements 1 could be represented as follows: 1 = L:r krvn Vr E 
Sj, kj are integers. Let, further, Mq(Sj) be such 1-sets that L:r lkrl ~ q. 

Definition 3.1. The vector p and the corresponding terms of the s- th equa
tions of systems (1.3), (2.2) as well as a transformation 2.1 are called the resonance 
ones in D in the j-th approximation in f, only if for some J..Lo E D the following 
condition holds: 

(3.1) 

where lis is a s-th unit vector in Rn, <,>is a scalar product and mj is a degree 
of the vector-polynomial <P j • o 

Denote by Psj the set of resonance vectors of an s-th equation in the j-th 
approximation in f. The alternative for the equation solution is as follows: 

1) If pis a non-resonance vector, then assume that gW(t,p) = 0 in (2.9) and 

determine 4>V/ ( t, J.t) from the formulas ( 2.8). 

2) If pis a resonance vector then let us choose gW(t,J.t) E Pin (2.9) so that 

the conditions of Lemma 2.1 are met. Then <PW(t,p) are determined in 
accordance with (2.8). 
The above-mentioned choice is performed according to the following scheme: 

Lets<;} be the closure of the spectrum of the function itW(t,p) + ~~~>(t,p) in 

(2.9). Divide it into resonance RW and non-resonant parts. The choice should 

be made in such a way that the resonance part of spectrum function ltV} ( t, JL) + 
~~~>(t,JL)- gW(t,JL) will remain empty. 

Theorem 3.1. If the matrix A(JL) in the P-system (1.3) has a continuous Jordan 
form in D, then there is such formal P-transformation which transforms it into 
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a normal form continuous in D: 

dys \ ( ) (s)( ) ~ j " (j)( ) p dt = As f.L Ys + CsYs+l + 9o t, f.L + L...J € L...J 9ps t, f.L Y 
j=l PEPs; 

(3.3) 

which contains the resonance members only. 0 

Consider a situation when the P-system (1.3) in D has only one internal 
resonance connecting with purely imaginary eigenvalues of matrix A(p). Let us 
also assume that for all p, j, s the resonance part of the heterogeneity spectrum 
has no limit points in (2.9). In such a situation the choice can be accomplished 
in such a way that makes it possible to reduce the normal form (3.3) to an 
autonomous form. For systems (1.1) not dependent on f.L the similar reduction is 
established for periodic systems and for the systems with coefficients that could 
be represented as finite trigonometric sums (19]. 

3.2 Autonomous systems. The normal form systems with a nilpotent 
matrix. Let system (1.3) be an autonomous one. Then Cis the set of functions 
continuous in D. The problem of normal form construction is reduced to study 
of C-solvability in D of the generalized homological equations 

(3.4) 

If the matrix A(p) is a non-singular one in D and has a Jordan form continuous 
in pin D, it is possible to construct a resonance type normal form continuous in 
D, similarly in the case of P-systems. 

Consider the case when A(O) is a singular matrix and has two zero eigenvalues 
with a non-simple elementary divisor. Therefore, without the loss of generality, 
the situation can be considered only for the two-dimensional system. 

Consider the following normal form of the A(p) matrix: 

>-t(O) = >-z(O) = 0, >.i(f.L) + ..\~(f.L) =/: 0, p =/: 0 

(3.5) 
The specifics of this case lie in the fact that the resonance normalization 

does not simplify this system within the C-transformation class. The study 
of C-solvability of equation (3.4) is complicated since the system equations 
for the determination of the normal form coefficients is an algebraic system 
linear heterogeneous equations with a singular matrix. For the effective normal 
form construction we need an elaboration of a suitable algorithm for the solution 
of these systems. In the case under investigation such an algorithm has been 
obtained. Here is the structure of the corresponding algebraic systems and the 
theorem of the normal form. 
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Consider the equation 

(3.6) 

where HW is a vector-form of the j-th order with the coefficients from C. To 

determine a form c)V), 8 = 1, 2, from (3.6) one obtains the following algebraic 
system: 

(3.7) 

where A2j+2(JL) is a (2j+2)-matrix, c)2Hb G2H2 are the (2j+2)-vectors depend

ing on the coefficients of forms c)V), G~j), 8 = 1, 2, 'lli2H2 is a known C-vector. 
Matrix A2i+ 2 (JL), corresponding to A(JL) has the following block structure: 

where Kj+1 = >.2(JL)Ej+I, Pi+1 = Lj+l - >.2(JL)Ej+1 and all the blocks are 
square (j + 1)-matrices, Ej+l is an identity matrix, and Lj+l is a three-diagonal 
matrix 

-(j- 1)>.1 ->.2 0 0 0 0 
-j -(j- 1))..1 -2>.2 0 0 0 

Li+t = 0 -(j- 1) -(j- 3))..1 0 0 0 

0 0 0 -2 0 -j>.2 
0 0 0 0 -1 )..1 

Note that the matrix A2H2(0) is a singular one for all j. 
The structure of the matrix A2i+2 (JL) made it possible to obtain an algorithm 

for a construction of the C-solution for system (3.7) and prove the following: 

Theorem 3.2. There exists a formal C- transformation 

00 

X = y + L c)(j)(JL, y) 
·-? J-· 

which reduced the two-dimensional autonomous system (1.1) continuously in D 
with a matrix (3.5) to the one form the normal form types: 

i) d!t = At(JL)Yt + Y2, dit2 = >.2(JL)Yt + r(JL, yi) + Y2a(JL, Yt) 

ii) d!t = At(JL)Yt + Y2 + i(J.L, Yt), dit2 = )..2(/-L)Yt + r(JL, Yt) + Y2'Y(JL, Yt) 

1·1·1·) dy1 \ ( ) /3( ) dy2 \ ( ) ( ) dt = "'t JL Yt + Y2 + JL, Yt , dt = "'2 JL Yt + r JL, Yt 
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where Y2a, Y2!, {3, r are formal series with coefficients from C which do not 
contain any free or linear terms. o 

Let us note that for J.L = 0 the existence of normal form types i) and ii) is 
found in [20, 21] and of the type iii) in [22]. The normal forms obtained in D, 
together with those obtained in D\Ue(O) where Ue(O) is an open neighborhood 
of zero , could be used for studying bifurcation phenomena, in particular, the 
cases of the birth of limit cycles. 

4. Birth of Steady Resonance Modes 

Consider aP-system (1.3) such as that Fj(t,J.L) = Fj(t,J.L,O) = 0, and suppose 
that the normal form can be reduced to an autonomous form. Let us further 
suppose that: 

i) A matrix A(J.L) in D has l pairs of different eigenvalues 

s=1,2, ... ,l 

where <1 s(O) = 0, Ps(J.L) :f. 0 for each J.L E D and the other eigenvalues have 
negative real parts for each J.L E D. 

ii) For J.L = 0 the critical eigenvalues are connected by a single internal resonance 
(k, p(O)) E MmJSt) of the order Q = ikl :::; m1 + 1. 
Under these assumptions the "polar coordinates" normal form can be pre

sented as 

(4.1) 

s=1,2, ... ,l 

where 'lj; =< k, l:!..(J.L) > is a resonance phase, r 8 are the radial variables, Rsj, \]! j, 

?fl sj are polynomials in r = ( rb ... , r£), whose coefficients are trigonometrical 
functions '1/;, 8(J.L) =< k, D.(J.L) > is a detuning of the resonance, L::!..s(J.L) = Ps(J.L)
Ps(O), l:!..(J.L) = ( tl.1 (J.L ), ... , L::!..£(J.L)). The equations for non-critical variables are 
not given. 

The following statement gives us the conditions of birth in (1.3) of a steady 
mode in a situation when the main role belongs to a vector-polynomial F1(t, J.L, x ). 
A steady mode could be presented as 

00 

r8 (J.L,j3,E) = r;(J.L,/3) + I:>jr~j)(J.L,/3) (4.2) 
j=l 
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00 

'1/J(J.t, (),f) = '1/;*(J.t, ()) + 'L fj ¢u> (J.t, ()) 
j=l 

where()= [llu(J.t)llc1)~ 
Functions r; > 0, '1/;* satisfy the equations 

(4.3) 

and r; have the forms: r; = d8 (J.t){) + o(()). Functions r 8 (J.t,{)), ¢U>(J.t,{)) are 
consecutively defined in the following form 

qi.natural numbers , 

from the equations 

8'Pi (j) 8'Pi .t.U) - pW 
8r r + 8'1/; 'P - 1+1 

where F1i) ( 8 = 1, 2, ... , l + 1) are the functions of the same structure as Rsj, W i 

which depend on r~i), ,p(i) fori < j; *- means that all derivatives are calculated 

for r = r*, 1/J = 1/J*. Denote by Q i the minimum function F}i) degree in (). 

Theorem 4.2. Consider a system (1.3) satisfying all the above requirements, 
and suppose that its normal form (4.1) is such that 

a) The following limits exist 

8 = 1, .. . ,1 

b) The lower polynomials Rsb W 1 terms have the order of Q - 1, Q - 2 corre-

spondingly· denote them R(Q-t) w<Q-2
) • 

' sl ' 1 ' 
c) The system of equations 

(Q-1)( ) p8 d8 + R 8 1 0, d, 1/J = 0 , S = 1, ... , I 
(Q-2)( ) Pl+t + W 1 0, d, 1/J = 0 
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has a solution ~ > 0, 'ljJ = 1jJ0
; 

d) The Jacobi matrix of the system of functions R~~-l), W~Q-2 ) is invertible in 
zero: 

det J(O, d!', 'lj;0 ) f. 0; 

e) Q j > Q - 2 for each j; 
f) The eigenvalues of the matrix J(0°, d, 'ljJ) are different and have negative real 

parts. 
Then for a sufficiently small f.L and all E < Eo = O(llall 112

) the system (1.3) 
has a stable steady resonance mode. This mode has a formal representation (4.2) 
in which d8 (0) = ~' '1/J*(O) = 'lj;0 . o 

5. Stability Change During Passing Through the Internal Resonance 

5.1 Two types of normal forms. Consider the P-system (1.1) such that 
for f.L = 0 the spectrum of the matrix A(JL) is purely imaginary and the system 
has a single internal resonance. It is also assumed that the normal form can be 
reduced to an autonomous form. Consider the situation when during the change 
of parameter f.L in D, the critical part of the spectrum remains on the imaginary 
axis (situation b) in Section 1 ). Let ±ip8 (JL) be critical eigenvalues connected 
with the following resonance 

v =< k, p(O) >E M(S) . 

Consider the set of the parameter resonance values r : ( k, p(f.L)) = v and define 
D* = D\f. 

Our aim is to describe the stability property behaviour caused by the change 
of parameter f.L in D. We will describe this behavior with the help of an example 
of the four-dimensional system ( 1.1) ( n = 4) with the resonance of the third order 

v = PI (0) + 2p2(0) (5.1) 

Let us assume that the original system is normalized on the sets D and 
D* up to the third order terms inclusive. After the transfer to the autonomous 
system, one receives the following normal form in D in complex variables: 

and the following normal form in D*: 

where W 8 = Z 8 Z 8 , W 8 = z;z;, s = 1, 2. 
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Introduce the notations: 6(J.-L) = ~1 (J.-L) + 2~2 (J.-L) is a detuning of the reso
nance, 5(J-L) -+ 0 for J-L -+ r , A(J-L) = I m ( a 1 (J-L )a2 (J-L)), B(J-L) = Rea1 (J-L )Rea2 (J-L) 
(orB(J.-L) = Imat(J-L)lma2(J-L) if Reat(J-L)Rea2(J-L) = 0). 

There is the following connection between the coefficients of both normal 
forms: 

a]\(J.-L) = au(J.-L), ai'2(J.-L) = al2(J.-L) + 2ial(J.-L)a2(J.-L)5-1 (5.4) 

ai1 (J-L) = a21 (J.L) + ia2 (J.L )a2 (J.L )5-1
, ai2 (J.L) = a 22 + ia1 (J.L )a2 (J.L )5-1 

One sees from (5.4) that the coefficients of the normal form (5.3) are unbounded 
if J.L-+ rand (5.3) could not be used on r. At the same time, both normal forms 
there exist in D*. 

5.2 Strict resonance stability (J.L E f). To study stability on the resonance 
set r the normal form (5.2) can be used. We begin with the study of a model 
system obtained from (5.2) by retaining its first nonlinear terms. In this study, 
use is made of the resonance real integrals of the linear approximation 

V = Cexp(-i5t)z1 z~ + Cexp(i5t)z1z~, C = const, 

which are dependent on time on r and are the particular solutions of the "instable 
ray" type. Very important here is the proof of the "roughness" of the unstable 
model system. · 

Theorem 5.1. If in (5.2): a) A(J.L) =j:. 0 or b) A(J.L) = 0, B(J.L) > 0 then the 
zero solution of the system is unstable. 

If c) A(J.L) = 0, B(J.L) < 0 then the zero solution is stable in the second 
approximation, the system (5.2) permits the positive definite integral 

V = la2(Jl)lwt + lat(Jl)lw2 . 
If the domain D is sufficiently small then conditions a) orb) are fulfilled for 

J-L = 0, and the zero solution of system (5.2) is unstable for all Jl E r. o 

5.3 Near-resonance stability. In the following analysis, use is made of the 
normal form (5.3) and the equalities (5.4). Define 

aaj(J-L) = Reaaj(J.L), h(Jl) = au(J.L) + 2a2I(Jl) 
We restrict ourselves to the description of the results in the following basic 

case: 
A(O)h(O)au(O) =j:. 0 (5.5) 

Theorem 5.2. If the system (5.3) satisfies the conditions (5.5) then there exists 
a neighbourhood U(O) of the point Jl = 0 such that the existence of the asymp
totic stability of zero solution for Jl E D* n U(O) is equivalent to the conditions 
(necessary and sufficient conditions): 

a) a11 (0) < 0, b) A(0)5-1 (J.L) > 0, c) h(O) < 0. o 

For the analysis of the system (5.3) with a fixed Jl E D* the Molchanov 
theorem [7) could be used. However, in the case of n = 2 the following theorem 
is correct: 
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Theorem 5.3. a) The necessary and sufficient conditions for the asymptotic 
stability of a zero solution of the system (5.3) with a fixed J.L E D* independent 
of terms of order 2: 4 are: ai1 (JL) < 0, a22 (J.L) < 0 and, moreover, one of the 
following conditions is fulfilled: 

1) K1K2 < 0; 
2) K1K2 2: 0 and if K1 < 0, K2 < 0 that K1K2 < 1. 

(Here K1 = a21 a~} 1 (JL), K2 = ai2(JL)ai21(JL)). 
b) In the above conditions there is a Lyapunov function 

V = -11 (JL )w; - 12 (JL )w; 
with the positive definite derivative. o 

5.4 Stability change. In the basic case (5.5) the above formulated theorems 
allow the description of the stability property behaviour in a sufficiently small 
neighbourhood of point JL = 0. This description is presented in the following Table 
1. 

Table 1. Stability changes for the basic case (5.5) 

sgn au(O) I sgn h(O) I D~ I r I D.f. 
I I AS 

+ I I I 

+ ± I I I 

Here D~(-) = {J.LIJL ED* n U(O), A(O)b(JL) > 0(< O)},I- denotes the instabil-
ity, AS denotes the asymptotical stability. 

As can be seen from the two last lines of Table 1, there are no instability 
changes here. However, the analysis shows that the instability type might change. 
The third line of Table 1 singles out the case when full instability in D* changes 
for the instability in a zero neighbourhood zone. 

5.5 Resonance stabilization. The basic case (5.5) is characterized by the 
fact that on the resonance set the system is instable. However, there might 
be cases when for b(J.L) -+ 0 a system, instable near the resonance, becomes 
stable (asymptotically) with a strict resonance. This phenomena appears under 
certain limitations of the normal form coefficients. Let us give one of the possible 
conditions for the appearance of such resonance stabilization. 

Theorem 5.4. Let the conditions 
a) A(O) = 0, B(O) < 0, a11 (0)h(O) f: 0; 
b) limJ.L-+0 A(J.L)b-1 (J.L) = oo be fulfilled for the system (5.2), and 
c) Quadratic form 

la2lanwi + (la2la12 + la1lau)w1w2 + la1la22w~ 
with J.L = 0 negatively definite in the cone {w1 2: 0, w2 2: 0}. 

Then, if D is a domain small enough, the instability in JL E D* changes to the 
asymptotic stability on the resonance set r. o 

121 



5.6 The resonance danger. The results described above are correct only 
under the conditions where domain D is sufficiently small (or, more precisely, 
when the detuning of the resonance 5(p) is sufficiently small). Let us assume 
that the system (5.2) is strongly unstable in D, i.e. the zero solution of the 
system is unstable for each J.L E D. 

H the system be asymptotically stable "far from the resonance", then the 
problem arises to determine the critical value /j* of the resonance detuning at 
which the change in stability (as the system approaches the resonance) is taking 
place. 

For the derivation of the conditions of asymptotic stability "far from the res
onance" one may act in the following way. Let us exclude the internal resonance 
terms from the normal form (5.2) and demand that the remaining system be 
stable asymptotically (the same as presuming that in (5.3) and (5.4) li(p) = oo). 
The necessary and sufficient conditions for the asymptotic stability of the system 
are either 

a : 1) au < 0, 2) a22 < 0, 3) a12 < 0 or an < 0; 
or 

(3: 1) a11 < 0, 2) a22 < 0, 3) a12 > 0, an > 0, ~ < 0; 
where~= ana22- aua21· 

The fulfillment of one of these conditions (a or (3 ) implies the asymptotic 
stability for the sufficiently large values 6(p ). The decrease of li(J.L) implies a 
change of asymptotical stability for instability at some time. The values of li* 
corresponding to this time are presented in Table 2. 

Table 2. The conditions of transfer from asymptotical stability to instability 

Ali< 0 IIi* I = IAa221 I 
a 

Ali> 0, a21 > 0, h>O IIi"' I= min{2IA ·1 la21 , hA~ ·l} 
a) Ali< 0, h~O 
b) A6 < 0, h < 0' 21a22l ~ a21 16*1 = 1Aa2"ll 

(3 
c) Ali< 0 , h < 0' 2ja22l < a21 
d) A6 > 0 , h>O 16*1 = jhA~-11 

Table 2 does not include the cases when 6* = 0. The system works as follows: 
the asymptotical stability for A6 > 0 transfers to the instability for 6 = 0; this 
instability is preserved for A6 < 0 until the condition 161 < 16*1 holds, where 6* 
(for A6 < 0)) is determined according to the corresponding line in Table 2. 

The value of li* could be considered as a quantitative characteristic of the 
resonance "danger". Moreover, in the system (5.2) there is an additional con
structive parameter whose variations greatly influence the value of li*. 
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To reveal this parameter, let us write down the coefficients at(JL), a2(JL) with 
the internal resonance terms in the system (5.2) in the following way: 

s = 1,2 

Then, in all cases we will have 6*(JL) = C(JL) sin(01 - 82), where C(JL) is a known 
function. 

A shift D.O = 01 - 02 in the resonance phases regulates the changes in the 
value of 6*(JL ). The most "dangerous" resonance corresponds to the resonance 
phase shift D.O = f. For D.O = 0 the stability (instability) of the system near 
the resonance does not depend on the presence of the resonance in the system. 
In this case the resonance is the weakest and its existence is guaranteed on the 
resonance set r only. 

Conclusion 

The main subject of the paper is the non-autonomous (in particular almost 
periodic) system of ordinary differential equations, dependent on two types of 
parameters - the vector parameter JL E D, describing the equation family con
tinuous in D, and a small parameter E, defining the quasi-linear structure of the 
system. With the fixed degrees off the non-linearity is represented as polynomial 
of phase variables with the coefficients continuous in t and J.l· 

For the indicated class of equations the normalization procedure is developed, 
generalizing the Poincare resonance normalization process and allowing the nor
mal forms continuous in D to be obtained. For the class of non-autonomous 
system these normal forms contain the non-regular members only. The proposed 
procedure allows normal forms of the resonance type for the autonomous and 
almost periodical systems to be built, as well as normalizing the systems with 
nilpotent matrices of linear approximation that could not be simplified with the 
help of the Poincare resonance normalization. 

The normalization procedure is illustrated by two main examples: 1) The 
almost periodical systems, when a linear approximation matrix has a non-singular 
Jordan form continuous in D, and 2) The autonomous systems with nilpotent 
(for JL = 0) matrix of the 2nd order. 

The normal forms method has been further applied to the study of the 
following bifurcation problems. Consider the case when the spectrum of the 
linear approximation matrix A(JL) for JL = 0 contains n pairs of purely imaginary 
eigenvalues. Then the following situations arise: 

a) under the change of JL the spectrum leaves the imaginary axis, acquiring 
small real parts; 

b) with the changing of JL the spectrum stays on the imaginary axis. 
In both situations, it is supposed that the A(O) matrix spectrum resonates with 
the non-linearity spectrum and that the normal form could be reduced to an 
autonomous type. 
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In situation a) the conditions for the appearance of the stable stationary 
mode and its asymptotic representation under resonance of the arbitrary Q order 
have been obtained. It is only natural that for the resonance to be substantial,the 
conditions of the degeneration (identical in 1-l) of the normal form coefficients up 
to the Q - 2nd order hold. It could not be excluded that the replacement of the 
identical degeneration condition by the degeneration with J.t = 0 only will give 
the conditions for the appearance of several established modes. 

In situation b) a four-dimensional system was taken as an example to de
scribe the results of stability and changes instability investigation during systems 
passing through a 3rd order resonance. In this investigation substantial use was 
made of two normal forms: one of them is continuous in D, while the other in 
D\I', where I' is a set of parameters' resonance values. 

An important point of this investigation is the establishing of interconnec
tions between these two normal forms. This allows us to find the stability condi
tions near the resonance (J.L E D\I') under the strict resonance (J.L E I') and, as a 
result, to describe the behavior of the stability properties at the set D according 
to the normal form properties for J.t = 0. 

In the process of investigation, we reveal the resonance stabilization effect: a 
system which is unstable near the resonance becomes asymptotically stable under 
a strict resonance. This is an unexpected result since, as a rule, the system under 
the strict resonance is non-stable. 

It is also important to mention an attempt to introduce the quantitative 
characteristics of the resonance "danger" 6*(1-l) corresponding to the changing 
stability time in a situation when the system is asymptotically stable far from 
the resonance and unstable under the resonance. It has been found that by 
changing the resonance phases shift only, it is possible to regulate the value 6* (J.t) 
making it as small as desired. 
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THE GENERAL REPRESENTATIONS OF SOLUTIONS 

OF SOME PARTIAL DIFFERENTIAL EQUATIONS 

A.A. Khvoles and A.R. Khvoles 

Dept. of Mathematics and Computer Science 
Bar-llan University 

RamaGan 52900, Israel 

The theory of general representations of the solution of elliptic partial dif
ferential equations has been developed by S. Bergmann (1] and I. Vekua [2]. 
This theory has many applications in mathematical physics, the theory of shells, 
elasticity theory, etc. As usual, the problem of construction of general represen
tations is not trivial. These representations are useful in solving boundary value 
problems. 

In this paper, general representations for some differential equations are ob
tained. We consider differential equations which arise in complex analysis, elas
ticity theory and the theory of shells. 

1. The first problem which we consider here is to find the solution of the 
following equation: 

(1.1) 

the complex plane, ti is a 

on,pw:;,,ttY!"<: ariSeS in ge-
a is related to a 

(see survey by L. ""'"'"''"'u''""u 

lem two holomorphic weights leads to a '"''""""'"'"u 

with the differential equation (1.1) [M. Agranovsky, communication]. 
The gener~l the solution of equation (1.1) is given 

This representation depends on arbitrary holomorphic functions. In order to 
obtain the general representation, let us first consider the homogeneous 

(1.2) 

Introduce the complex conjugated variable ( = x- iy. Then equation (1.2) 
can be written in the form: 

( 
[) 2) 1 ( 8

2
u 2 ) 

[)z[}( - >. <p( z) [}z{)( - >. u = 0 · (1.3) 
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Let 
1 2 

rp( z) ( ~ - .X )u = V . (1.4) 

So problem (1.3) can be reduced to the system of A. Bizadze type [4) 

(1.5) 

The general representation of the solution of the equation 

(1.6) 

is as follows: 

V(x,y) = aoio(.Xr) + 1z c/>(t)Io(i.XJ((z- t))dt 

+ 1' c/>*(t)Io(i.XJz((- t)dt, (1.7) 

where c/>(t),c/>*(t) are arbitrary analytic functions, I 0 (t) is thwe Bessel function of 
the first order of the imaginary argument. 

One can show that the solution of equation (1.5) can be represented in the 
following form: 

1 r 
u(z, () = ,X2 v;(z, () lo rp(z) dz' (18) 

where V(z, ()satisfies equation (1.6). So the general representation of the solution 
of equation {1.3) is: 

{1.9) 

where u1(z,() is the general solution of equation (1.6) and solution (1.9) contains 
four arbitrary analytic functions. 

The nonhomogeneous equation (1.1) has the following partial solution: 

1 
u2(z, () = .X4 f(z)rp(z). (1.10) 

So we have obtained the general solution of equation {1.1) which is a sum of 
functions {1.9) and (1.10). 
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2. On some elasticity theory equations with singularities. 
Let us consider a prismatic shell which has a middle surface in the plane and 

which is bounded by straight lines y = 0 andy= a. 
Values of stress on the boundary are given. Assume that the dependence 

of shell thickness on the y-coordinate is given by formula: h = h0 y01 
( h0 , a are 

constants). 
I. Vekua's equations system has the form [2]: 

a o2<p o2<p 
y2Ll.6.<p-2ay0Y.6.<p-va(a+1) 0x2 +a(a+1) 8Y2 =0 (2.1) 

o'fl A 
yLlili + a!l = 0, v = -,-, (2.2) 

uy "'+ J.L 

when volume power is ignored, <p is the tension function and iJ is the normal 
displacement. 

We are looking for a solution which satisfies the following boundary condi
tions (I. Vekua [2]): 

<p( X, 0) = ft (X) , <py(x,O) = fz(x), (2.3) 

<p(x,a) = J;(x), <py(x,a) = J:(x), (2.4) 

The crucial point in proving this representation is the fact that the left side 
in (2.1) can be decomposed in the following way ((3 =..}(a+ 1)(va- 1)): 

(2.5) 

It turns out that the general solution (2.1) can be represented as the sum 
(in case a:/;!) 

<p = <p; +<pi (2.6) 

where <p1 and <p2 are solutions of the following equations: 

0 * 0 * 
y8<p; + f3 Jx1 -(a+ 1) ~1 = 0 (2.7) 

0 * 0 * 
yLl<p* - f3 <p2 - (a+ 1) <p1 = 0 2 ax oY · (2.8) 

Rewrite the boundary equations (2.2)-(2.4) in the form: 

a2 'I! a ( o'fl 81fl ) 
( z - () ozo( - 2 az - 8( = 0 (2.9) 
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lim (z- ()"' (8w - 8w) = 2"'ia-1 J;(x) 
z-(-+0 8z 8( 

(2.10) 

lim (z- ()"' (8w - 8w) = 2"'ia-1 J;(x) . 
y-+a 8z 8( 

(2.11) 

The general representation of a real solution of equation (2.9) is (due to 
Darboux) 

w(z, () = (z- ()1-a fol wi[z- t(z- ()]t-~ (1- t)~ dt 

+ 11 

w2[z + t((- z)]t~-1 (1- t)~-1 dt 

+ ((- z)1
-a 11 

w1 [( + t(z- ()]C~(1- t)-~ dt 

+ 11 
w2[( + t(z- ()]t~- 1 (1- t)~-l dt. (2.12) 

When y = 0 we obtain the equality 

(2.13) 

Using (2.13) and (2.12) we obtain from equation (2.11) the following integral 
equation 

11 

{w~[x + (1- 2t)ai]- w~[x- (1- 2t)ai]}t~- 1 (1- 2t)(1- t)~-l dt = 

= iF(x). (2.14) 

and we can express F( x) using the function /3 ( x) and /3 ( x). 
Now we want to find wHx). Denote 1- 2t = u. Then equation (2.14) implies 

the following identity: 

w~(x + ai)(1- u2 )~-1 u du = !..F(x) !
1 . 

-1 2 

Since 

1 ! 00 

w2(x) = M::: m(r)eirx dr 
V 211" -oo 

(2.15) 

we get: 
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Denote 

Then 
1 100 

• rn= m(r)K(r)eirxdr=iF(x). 
v27r -oo 

Using the inverse Fourier transform, we come to the relation: 

1 100 

. m(r)K(r) = m= F(x)e-•rx dx . 
2y27r -oo 

(2.16) 

Having determined m(r) from (2.16), we can find the function w2(x) from 
(2.15). Now problem (2.9)-(2.11) is solved. 

3. The stable equilibrium equations system for the prismatic shell of 
variable thickness. 

The I. Vekua equations system has a form: 

{}u 8u 
~ u + a {}x + b {}y = 0 , 

where ( u1 , u2 ) is a shift vector in the plane 0 xy , u is the shift in the normal 
direction, h = h0 eax+by the variable thickness of the shell. (h0 , a, bare constants.) 
Set 

A .A + p 82 w .A + 2p t. 8w ow 
Ut = uw+ --- + u- +a-

P oy2 p 8y ox 

Uz =- [.A:p ::;y + ~b~: +a~;] . 

We have the following two equations for determining function u and v: 

{) {} (1 2 2 
~~w + 2aJ:l~w + 2b-;:;-~w- -

1
-(a + b )~w 

uX uy - u 

1 ( 8
2
w 8

2
w 8

2
w ) + -- a2

-
8 2 + b2

-
8 2 + 2ab-

8 
{) = 0 

1-u x y xy 
(3.2) 

(3.3) 

130 



It is known that the general integral of equation (3.3) has the form [2,4]: 

u = exp [-~(ax+ by)] Re { g(z) -lz Io(k.j((z- t))j(t) dt} , (3.4) 

where / 0 is the Bessel function of the first order of the imaginary argument, 
k = !v'a2 + b2 , f(z) is an arbitrary analytic function. 

Note that in the case a2 + b2 :f. 0, the solution of equation (3.2) can be 
written as the sum 

W = Wt + W2, 

where the functions w1 and w2 satisfy the equations 

Llw1 + a+ b -- -- + b- a -- -- = 0 ( fi;) aw1 ( {i;) aw1 
1 - (I ax 1 - (I ay 

Llw2 +(a- bJ (I ) dw2 + (b +a ~ aw2 = 0 
1 - (I dx V ~} ay 

Then the general solution of (3.2) 

w = exp { -~ [ (a+b~) x + (b-a~) y]} 
X Re [!t(z) -lz Io (kJ((z- t)) ft(t)dt] 

+exp { -~ [(a- bfi;) x + (b+ a~) y]} 
X Re [h(z) -lz Io ( k.j ((z- t)) h(t) dt] , 

where ft ( z) and h ( z) are arbitrary analytic functions, and 

Case a2 + b2 = 0 is the case of the well-known beharmonic equation. 
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ON THE EXACT CONSTANT IN THE INEQUALITY 

FOR A NORM OF SOLUTIONS OF 

THE LAME SYSTEM IN A HALF-SPACE 

Gregory I. Kresin 
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Ariel 44824, Israel 

Abstract 

The representation for the exact consta.n.t /( in the inequality between the 
suprema of a norm in 'Rn of a solution of the Lame system inside the half
space and on its boundary is obtained, where 'Rn is a.n. n-dimensional linear 
normed space. It is shown that the value of constant /( is minimal in the case 
of Euclidean norm in 'R.n. 

1. Introduction 

A formula was obtained in [1] for the exact constant Kin the inequality 

sup {lu(x)l: x E E_f:} ~ Ksup {lu(x')l: x' E oE_f:}, (1) 

where I ·I is the length of a vector in the Euclidean space En, E.f: = {x = 
(x1, ... ,xn) : Xn > 0} and u is a solution of then-dimensional Lame system 
p,b.u + (>. + p,) graddiv u = 0 in the class C(E:;_) n c<2>(E_~). Here C(E.+) is the 
space of bounded and continuous n- component vector-valued functions defined 
on E+. The exact constant K has the form 

1<"= 
2f(n/2) . r~r/2 r(1-K)2 +nK(nK-2K+2)cos2 8l 112 sinn-2 8d() 

~A yfif((n- 1)/2) lo L'- ' · ' • ' 

where K = (,\ + p,)(>. + 3p)-1 . 

Let 'Rn be an n-dimensional normed linear space with a norm II · II and let 
'R.~ be the space conjugate to 'Rn with the norm 11·11*· 

In this note we consider the exact constant /( in the inequality 

sup {llu(x)ll: x E E_f:} ~/(sup {!lu(x')ll: x' E oE_f:}, 

where u is a solution of the Lame system in the class C(E.+) n c<2>(E.+)· 
The following statement is proved. 
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Proposition. The exact constant 1C has the form 

(2) 

where Wn is the area of the sphere sn-l = {x E En: lxl = 1}, e.,. is the n
dimensional unit vector joining the origin to a point a E sn-1 and ( ·, ·) is the 
inner product in En. 

The following equality 
K = miniC 

11·11 

is valid, where the minimum is over all norms in the space Rn· 

(3) 

It was proved in [1] that the inequality K > 1 holds for"'=/= 0. From this and 
from equality (3) it follows that the maximum norm principle (i.e., the equality 
1C = 1 holds) is not valid for the Lame system in E+ for "' =/= 0. 

2. Proof of the Proposition 

According to [2] there exists a solution of the problem 

p,~u +(.X+ p,)graddiv u = 0 in E~, u = f on 8E~, 

that is bounded and continuous up to 8E+, where f E C(aE:;.), and this solution 
can be presented in the form 

( ) 1 ( Y - X ) Xn ( 1 1 
u X = M I I I I f y ) dy . 

8En y- X y- X n 
+ 

(4) 

Here y = (y',O), y' = (Y1,···,Yn-d, M is an (n X n)-matrix-valued function on 
sn-1 with elements 

(5) 

where"'= (.X+ p,)(.X + 3p,)-1
. 

Let sup {llf(x')ll : x' E 8E~} be the norm in the space C(aE:;.). We fix a 
point x E E+ and find the norm I u( x) I of the mapping C ( 8 E~) 3 f ---+ u( x) E 
Rn, where u is defined by (4). 

Using the following equalities 

IIlii = sup{(z, l): llzll* = 1} and llzll* = sup{(z, l): IIlii = 1}, 
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the fact that the supremum operations commute, and the symmetricity of the 
matrix M, we find that 

lu( x )I = sup { M (I y - xI) I Xn I f(y') dy' 
llfll~l laE+ y- X y- X n 

= sup sup (z, f M ( y - x ) Xn f(y') dy') 
llfll~1 11=11·=1 laE+ IY- xi IY- xln 

= sup sup { (z,M ( y- x) f(y')) Xn dy' 
llfll~1 11=11*=1 laE+ IY- xl lY- xln 

= sup sup { (M ( y- x) z,f(y')) Xn dy' 
llzll*=l llfll9 laE+ IY- xi IY- xjn 

1 II ( y- X ) II* Xn t = sup M z I dy . 
Uzll*=l 8E+ IY- xj Y- xjn 

From this, by definition ( 5) of the matrix M, we get 

lu(x)l=_!_ sup { 11(1-x:)z+nx:(y-,x)(y~2x,z)ll*l Xnlndy' 
Wn !lzll*=l laE+ Y- X Y- X 

= _!_ sup { 11(1- x:)z + nx:exy(exy,z)ll* du(y), 
Wn llzll*=l lsr:_- 1 (x) 

where s~-1 (x) is the lower half of the unit sphere in En centered at the point 
x and exy = (y- x)IY- xj-1 . Since the last integral does not depend on x it 
follows that 

where s::_-1 is the lower half ofthe sphere sn-1 • Using the fact that the integrand 
is even with respect to eu, \Ve get that 

and thus the representation (2) of the Proposition is proved. 
Let zo be an n-dimensional vector such that llz!l* = 1 and the equality 

lzol = max{lzl: llzll* = 1} is valid. It is dear that for the two collinear vectors 
(1- x:)zo + nx:ea(ea,zo) and Z(u), IIZ(u)ll* = 1, the equality 

II( ) ( )II*_ 1(1- K:)Zo + nx:e,.(eu,zo)l 
1- x: zo + nKea ea, zo - !Z(u)l 
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holds. It follows from this that 

II( ) ( )II
.. 1(1- ~)zo + n~eu(e.,.,zo)l 

1- ~ zo + n~eu eu, zo ~ lzol 

Then, by (2), we get 

K ~ __!__ f 11(1- ~)zo + n~e.,.(e.,.,zo)ll"' da 
Wn }sn-I 

~ __!__ r lc1 _ ~)-1zo, + n~eu (eu, -
1
zo

1
) 1 da 

Wn } sn-I Zo ZO 

~ __!__ r [(1- ~)2 + n~(n~- 2~ + 2) (eu, ,zo,) 
2

]

112 

da 
Wn }sn-I Zo 

= __!__ f [(1- ~)2 + n~(n~- 2~ + 2) cos2 80(a)]
112 

da, (6) 
Wn Jsn-I 

where 80 (a) is the angle between the vectors eu and zolzol-1
. 

By (2), the exact constant Kin equality (1) is equal to 

__!__sup r 1(1-~)z+n~eu(e.,.,z)lda. 
Wn izl=l J sn-1 

Consequently, 

K=_!_ sup f [(1-~)2 +n~(n~-2~+2)(eu,z)2 ] 112 da 
Wn izl=l J Sn-1 

= __!__ r [ ( 1 - ~ )2 + n~( n~ - 2~ + 2) cos2 8( (1)] 112 
da ' 

Wn Js .. -I 

where 8( a) is the angle between the vectors e.,. and z. 
Comparing (6) with the last equality, we get that K ~ K. 
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INVARIANT LOCALLY NON-UNIQUE MANIFOLDS 

INDESTRUCTIBILITY AND LINEARIZATION 

George Osipenko 

Department of Mathematics 
State Technical University 

St. Petersburg, Russia. 

Let us consider a. smooth system of differential equations 

u = Fo(u), (1) 

where u lies in Rn. We suppose the system ( 1) has an invariant smooth compact 
manifold Mo. In a space of smooth bounded vector fields {F} we introduce a 
topology generated by a C 1 norm IIFIIt: 

IIFII =sup IF(u)l , IBF(u)l =max IBF(u)vl , IIBFII =sup IBF(u)l , 
u lvl=l u 

IIFIIt = IIFII + IIBFII . 
In a space of smooth compact manifolds {M}, C1-close to the manifold M0 

we introduce a topology in the following manner. Let E = { UE(x) , x E 

Mo, E(x) be a plane transversal to Moat x} be a smooth tubular neighborhood 
of the manifold M0 • A manifold M C1-close to M0 may be determined in the 
form of graph: 

M = { (x + v(x)) , x E Mo , v(x) E E(x)}, 

where vis a smooth vector field. The topology of space {M} is determined in 
a C 1-norm of the vector field v: llvlh· Let a distance between the manifolds M 
and Mo be equal to the C1 norm of v: dist(M, Mo) = llvlh· 
Definition 1. We say that the invariant manifold Mo of the system (1) is 
indestructible if for every positive £ where there exists positive 8 such that if 
C1-norm of perturbation is less than 6 : IIF- Folh < 8 then the perturbed 
system 

u = F(u), (2) 

has an invariant manifold M with distance between M and Mo less than e : 
dist(M, Mo)<s. 
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It is dear that for indestructible manifold there exists a mapping H : V --+ 

W from a C 1 neighborhood V of the field F0 in the C 1 neighborhood W of 
manifold Mo which associates to a perturbed system its invariant manifold and 
His continuous at F0 • Notice that in general, the mapping cannot be chosen 
continuous on the whole neighborhood of Fo. 

Let U(t, u) be a solution ofthe system (1) with initial condition U(O, u) = u. 
The invariant manifold M0 is called normally hyperbolic if there are an invariant 
decomposition of tangent space into a direct sum 

and the positive constants K, A such that 

loU8 (t,x)j < Kexp(-.Xt), joU 8 (t,x)jj(oU0 (t,x))- 1 j < Kexp(-.Xt), as t < 0, 

jauu(t,x)j < Kexp(.Xt), loUu(t,x)j!(oUo(t,x))-1
1 < Kexp(.Xt), as t < 0, 

where x EM, 8U0 , oUS, auu are the restrictions of differential oU on T Mo, E 8
, Eu 

correspondence, that is 8Uo = oUITMo, aus =BUIES, auu = oUIEu. The fol
lowing theorem of Sacker and Neimark is well known. 

Theorem 1 [1,2,3). The normally hyperbolic compact invariant manifold is the 
indestructible one. 

In the conditions of Theorem 1, the perturbed invariant manifold M passes 
a property of local uniqueness: there exists a neighborhood Vo of Mo in Rn such 
that the maximal invariant set I in V of perturbed system (2) is the perturbed 
invariant manifold M that is I = M. In this case there is the unique mapping 
H associating to a perturbed system its invariant manifold. The indestructible 
invariant manifold satisfied condition of local uniqueness was called by Mane 
persistent manifold. He proved 

Theorem 2 [4]. The persistent manifold is normally hyperbolic. 

Thus Theorems 1 and 2 give necessary and sufficient conditions of persistent 
manifold. But there are many simple examples in which indestructible invariant 
manifolds are not persistent. For example, an equilibrium point M 0 : x = 0 of an 
equation i: = x 3 on the real line R is indestructible since the index of one is not 
0. But this manifold is not persistent since a perturbed equation may have more 
than one equilibrium point near M0 • Now we consider a set of indestructible 
invariant manifolds wider than the set of persistent manifolds. 

Definition 2. The invariant manifold M 0 of system (1) is called strongly 
indestructible with respect to perturbations of system (1) if there exists a C 1-

neighborhood V of F0 such that if the manifold M 0 is invariant for the system 

u=Ft(u), (3) 
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where F1 lies in V then Mo is indestructible with respect to perturbation of the 
system (3). 

The importance of the strong indestructibility of invariant manifolds should 
be noted since practically systems of differential equations are known with certain 
inaccuracy. In the conditions of Theorem 1 the unique mapping H associating to a 
perturbed system its invariant manifold is continuous on the whole neighborhood 
V. Hence the persistent manifold is strongly indestructible. 

Definition 3. The invariant manifold Mo of system (1) is called weakly inde
structible if it is indestructible and in every C1 neighborhood V of Fo is found a 
vector field F1 for which Mo is the invariant manifold of system (3) and it is not 
indestructible for this system. 

It is not difficult to verify that the equilibrium point M 0 : x = 0 of the 
equation x = x3 gives an example of a weakly indestructible manifold. 

In order to state the conditions of strong and weak indestructibility we must 
introduce the following notions. The stable and unstable subspaces at the point 
x E Mo are defined 

E 8 (x) = {yETxRn: !oU(t,x)yl ~ 0, !oU(t,x)yli(oU0 )-
1(t,x)j ~ 0 as t ~ +oo}, 

Eu(x) = {yETxRn: loU(t,x)yl ~ 0, ioU(t,x)yil(oU0 )-
1 (t,x)l ~ 0 as t ~ -oo}. 

We say that the condition of transversality is valid at point x E Mo if the equality 

is valid. It should be noted that if the transversality condition is valid on the 
whole manifold Mo and the sum T Mo + E 8 + Eu is direct, 

then the manifold M0 is normally hyperbolic. It is clear that the transversality 
condition is wider than the normally hyperbolic condition. It may be said that the 
transversality condition is to the normally hyperbolic condition as the structure 
stability systems are to the Anosov-systems: 

transversality structure stability systems 
normally hyperbolic Anosov-systems 

Strong sources and sinks. Let a point 0 lying on a manifold Mo be an 
equilibrium one of system (1 ). Then the system near 0 can be represented in the 
form 

x =Ax+ Cy + fi(x,y), 

iJ = By+ </>1(x, y) , 
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where ft and ¢1 are smooth mappings and vanish together with their derivatives 
as x = 0, y = 0; x E M0 , vector y lies in the subspace transversal to Mo. We say 
that the condition of separation holds at the equilibrium point 0 if the spectrum 

matrix A lies in the strip of the complex plane C {p ~ Re ,\ ~ 1} and the 
spectrum of matrix B lies outside this strip. If the separation conditions holds 

1 < 0 then the point 0 is called a strong sink. If the separation condition 
holds and p > 0 then the point 0 is called a strong source. An equilibrium point 
0 is non-degenerate if the determinant det8F0 (0) f. 0. Let 0 be an isolated 
equilibrium point of system (1) and S be a sphere of sufficiently small radius 
with center 0. An index of equilibrium point 0 is a degree of the mapping 

~( u) = ~~~~~~I on the sphere S. 
In a similar way one can define a non-degenerate strong source and sink of 

periodic orbit lying on manifold M0 and also the the index of periodic trajectory. 
For this one needs to consider a successive Poincare mapping near the periodic 
orbit. 

Let if> be periodic trajectory on the invariant manifold Mo and P be its 
successive Poincare mapping. Then the mapping P can be represented in the 
form 

+ C Y + f1 (X, Y) ) 
By + ¢1 (X' y) 

where ft and ¢1 are smooth mappings and vanish together with their derivatives 
as x = 0, y = 0; 0 E ¢, x E Mo, a vector y lies in the subspace transversal to 
M0 . We say that the condition of separation holds at the periodic trajectory if> 
if the spectrum of matrix A lies in the ring {p ~ IAI ~ 1} and the spectrum of 
matrix B lies outside this ring. If the separation condition holds and 1 < 1 then 
the periodic trajectory if> is called a strong sink. If the separation condition holds 
and p > 1 then the periodic trajectory if> is called a strong source. The periodic 
trajectory</> is non-degenerate if a determinant det (8P(O)- 1) f. 0. An index 
of the periodic trajectory if> is called the index of vector field ~( u) = P( u) - u. 

Theorem 3. For the compact invariant manifold M0 to be strongly indestruc
tible it is necessary and sufficient that the transversality condition be valid on 
the whole manifold M0 except perhaps the non-degenerate strong sources and 
the non-degenerate strong sinks. 

In the sufficient conditions of Theorem 3 the mapping H associating to a 
perturbed system its invariant manifold, in general, is not defined uniquely. It 
may be chosen continuous on some C 1 neighborhood V of F0 and with the fol
lowing property: if Mo is an invariant manifold of the perturbed system (2) then 
H(F) = M0 • This means that if the perturbation does not change the invariant 
manifold Mo then the mapping H gives the perturbed system the same manifold. 
From this equivalent definition of strong indestructible manifold follows 
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Definition 4. The invariant manifold Mo of system ( 1) is strongly indestruc
tible if there exists a. continuous mapping H : V -+ W from the C1 neighborhood 
of F0 in the C1 neighborhood of manifold M0 which associates to a. perturbed sys
tem its invariant manifold and with the following property: if M0 is a.n invariant 
manifold of the perturbed system u = F( u) and H (F) = M0 • 

Theorem 4. If the transversa.lity condition holds on the compact invariant man
ifold M0 except possibly for the strong sinks and strong sources whose indices 
are different from zero and there exists a degenerate strong sink or source then 
Mo is weakly indestructible. 

In the conditions of Theorem 4 the mapping H is not defined uniquely and 
it cannot be chosen continuous on any C1 neighborhood V of F0 • While it should 
be remarked that there is a. weakly indestructible invariant manifold with the 
mapping H which may be chosen continuous on same C1 neighborhood V of F0 , 

it is clear that such invariant manifolds do not satisfy the conditions of Theorem 
4. 

Structure of space of the systems with indestructible invariant mani
folds. 

Consider a. space of pairs P = { ( F, M)} where F is a. smooth vector field 
and M is a. smooth invariant compact manifold of the system u = F( u ). Assume 
that space Pis equipped with natural C1 topology. Let Pi, Ps, P w be the subsets 
of P consisting of pairs with the manifolds M which are indestructible, strongly 
indestructible, weakly indestructible respectively. 

Theorem 5. i) The set P8 is open in P. 
ii) The sets Ps and Pw form a decomposition of Pi that is 

iii) The set Pw is contained in a dosing P\Pi. 

Linearization. 
Recall that E = { U E ( x) , x E Jvf0 , E ( x) is a plane transversal to Mo at x} 

is a smooth tubular neighborhood of the compact manifold Mo. It may introduce 
the coordinates ( x, y) where x E M0 and y E E( x ). In these coordinates system 
(1) has a. form 

± = f(x) + h(x, y), 

Y = </>(X )y + </>1 (X, Y) 
(4) 

where h(x,O) = 0, the mapping 4>1 vanishes together with their derivatives as 
y = 0. We say that system (1) is linearized near manifold Mo if there exist a 
neighborhood V0 of Mo in Rn and a homeomorphism h : Vo -+ E from Vo in the 
tubular neighborhood E such that the homeomorphism h makes a correspondence 
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between the trajectory arcs of system ( 1) and the trajectory arcs of a linearized 
system 

x = f(x) 
iJ = 1>(x)y. 

Theorem 6. If the transversality condition holds on the compact invariant man
ifold M0 then system (1) may be linearized near Mo. 

This theorem generalizes the well known theorem of Pugh and Shub on the 
linearization of a normally hyperbolic manifold [8]. 

Examples 

Example 1. Persistent manifold - indestructible locally unique invari
ant manifold. 

In a plane R 2 consider a system having the invariant unit circle Mo. Assume 
that the system has two equilibrium points disposed on M0 : a saddle A and a 
sink B. Let the linear part of the system at A be of the form 

X= X, iJ = -y 

and at B be of the form 
X= X ' iJ = -2y . 

It can be easily verified that M 0 is normally hyperbolic. For the all points z E M 0 

the subspaces Eu(z) = {0}, E 8 (z) are straight lines transversal to M0 at z and 
E 8 (A), E 8 (B) are the vertical straight lines. By Theorems 1,2 the circle M0 is 
persistent. Actually this fact may be established directly. 

Notice that in this case the mapping His uniquely determined since in some 
neighborhood of Mo every perturbed vector field F C 1close to the original cone 
has a unique invariant manifold M diffeomorphic to M 0 • The manifold M consists 
of two equilibrium points (the saddle A( F) near to A and the sink B(F) near to 
B) and two separatrices of the saddle A( F) going from A( F) to B(F). Hence, 
the mapping H must be of the form H (F) = M. 

Example 2. Locally non-unique strongly indestructible manifold on 
which the transversality condition holds. 

Similarly to example 1, consider a system in a plane having the invariant 
unit circle Mo and two equilibrium points disposed on M0 : a source A and a sink 
B. Let the linear part of the system at A be of the form 

X= X , iJ = 2y 

and at B be of the form 
X = -X ' iJ = -2y . 
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Verify the transversa.lity condition on the circle M0 • It is easily seen that E 8 (A) = 
Eu(B) = {0}, Eu(A), E 8 (B) are the vertical straight lines. For a point z ::j::. A, B 
the subspaces Eu(z), E 8 (z) are two straight lines transversal to M 0 at z. By 
Theorem 3 the manifold M0 is strongly indestructible. Actually this fact we 
establish directly below. Notice that in every neighborhood of M0 there is an 
infinite number of smooth manifolds which are tangent to the horizontal direction 
at A and B. Hence the circle Mo is not locally unique invariant manifold. 

Consider a construction of the mapping H associating to a perturbed system 
its invariant manifold. In some neighborhood of Mo every perturbed vector field 
F C1 close to the original one has two equilibrium points (the source A( F) near 
to A and the sink B( F) near to B) and an infinite number of trajectories going 
from A( F) to B( F) and tangent to each other at these points. To construct the 
mapping H let us choose two points p1 , p2 other than A, B, on the left and the 
right parts of circle Mo Assume the perturbation small enough to ensure that 
Pt,P2 ::j::. A( F), B(F) and the trajectories T(p1 ), T(P2) passing through Pl!P2 
tend to A(F) as t --+ -oo and to B(F) as t --+ +oo. Clearly M(pt,P2) = 
A( F) U B( F) U T(p1 ) U T(p2) is an invariant manifold of the perturbed system C1 

dose to Mo. It remains to set H(F) = M(p11 p2). It can be verified at once that 
the constructed mapping H satisfies Definition 4. Note that the construction of 
H depends on the choice of points p1 , p2 • By choosing other points we obtain a 
mapping different from the one constructed. 

Example 3. Destruction of an invariant manifold in the case when the 
transversality condition does not hold at a wandering point. 

In the plane R2 let us consider a system having the invariant unit circle Mo 
and two saddle points A, B. Let the linearized system at A be of the form 

X= X' iJ = -y 

and at B be of the form 

X= -X' iJ = y. 

It is easily seen that A, B are normally hyperbolic. The subspaces Eu(A) = 
E 8 (B) = {0}, E 8 (A), Eu(B) are vertical straight lines. If a point z E Mo, 
z ::j::. A,B, then E 8 (z) = Eu(z) = {0}. Hence, the transversa.lity condition is 
violated at z. Since the arc AB C M0 is a separatrix joining two saddles, it can 
be destroyed by some perturbation, such a perturbed system having near Mo no 
invariant manifold homeomorphic to M0 • 

Example 4. Destruction of the C1 structure of an invariant manifold in 
the case when the transversality condition does not hold at a wandering 
point. 

As in Example 1 consider a system defined in the plane and having the 
invariant unit circle M0 • Assume also that A, B E M 0 are their equilibrium 
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points. Let the linear part of the system at A be the same as in Example 1 and 
at B of the form 

x = -x , iJ = -y /2 . 
As above the transversality condition holds at A and B is a strong sink. If a point 
z E M 0 , z =f A then E 8 (z) = Eu(z) = {0}. Thus the transversality condition is 
violated at z. Perturbing the system in the neighborhood of some point z E Mo, 
z =f A, B, one can obtain a system whose saddle A has an unstable separatrix 
tangent to the vertical direction at B. Thus the perturbed system near M 0 has 
no invariant C1 submanifold diffeomorphic to M0 • Observe that near M 0 there 
exists nevertheless an invariant C0 manifold homeomorphic to M0 • 

Example 5. The weakly indestructible manifold for which there does 
not exist a mapping H continuous on V. 

On a real line R 1 consider a differential equation 

x = x3
• 

The equation has an invariant manifold M 0 , which is an equilibrium point x = 0. 
Mo is indestructible since the index of this equilibrium point is distinct from zero 
and therefore every equation C1 near to the initial one has at least one equilibrium 
point near to M 0 • But M 0 is not persistent since the maximal invariant set of 
a perturbed equation lying in some neighborhood of M0 may contain more than 
one equilibrium point. Moreover, it is not difficult to show that the invariant 
manifold M 0 is weakly indestructible. Clearly the mapping H is not uniquely 
determined. The equation also gives an example of a system for which H cannot 
be chosen continuous in any C1 neighborhood V. To prove this consider the C 1 

function 

{ 

(x + d)3 
, 

G(x)= 0, 
(x- d)3 , 

X< -d 
-d <X< d 
X> d. 

where the number dis chosen, the function G is in a given neighborhood V. Show 
that the mapping H is not continuous at G independently of the choice of the 
value H(G). In fact, the equation 

x=G(x)+8 

for 8 > 0 has the unique equilibrium point 0 1 with coordinate a 1 = -d- 8113 < 
-d and for 8 < 0 the unique equilibrium point 0 2 with coordinate a2 = d-8113 > 
d. Hence, H( G + 8) = a 1 for 8 > 0 and H( G + 8) = a 2 for 8 < 0. It follows from 
this that 

lim H(G + 8) = -d, 
5-++0 

lim H(G + 8) =d. 
5-+-0 

Since the left and the right limits do not coincide H is not continuous at G 
independently of the choice value H(G). 
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Example 6. A. Strongly indestructible manifold in the case when the 
transversality condition is violated at a strong source. 

In a space R3 consider a system having in a plane X = 0, the invariant unit 
circle Mo and two equilibrium points A(O, 0, 1), B(O,O, -1) E M0 • Suppose that 
in some neighborhood of A the plane y = 0 is invariant for the system. In this 
plane, let the system be of the form 

x=z-1, z = -x, 

that is the equilibrium point is of the center type in this plane. In some neigh
borhood of A, let the linear part of the system on Mo be of the form 

iJ = y. 

It is clear that A is a non-degenerate strong source and the transversality condi
tion does not hold at A. At B the linear part of the system is of the form 

x = - 2x , iJ = -y , z = - 2z . 

The transversality condition is valid on M0 \A. In fact, for z E M0 \A, Eu(z) = 
{0}, E 8 (z) is a plane transversal to M0 at z. By Theorem 3 the invariant circle 
Mo is strongly indestructible. However, we show this by direct construction of 
the mapping 

The mapping His determined, in this case, uniquely. Obviously every vector 
field G, C1 dose to the original one, has two equilibrium points A( G), B(G) near 
A, By the Center Manifold Theorem [8] there exists a locally invariant surface 
P( G) containing A( G) and C1 close to the plane y = 0. Every trajectory 
G through a point near to P( G) tends to P( G) as t _. -oo. On the 

P(G) the A(G) is a center, focus or center-focus 
type. It is not to see that case there are only two 

(G), T2( G) tending to A( G) as t _. oo and C1 close to M0 • The trajectories 
T1 (G), Tz( G) _. B( G) as t _. +oo and are tangent to each other at A( G), B( G). 
It remains to set 

H(G) = lv.f =A( G) U B(G) U T1(G) U Tz(G) o 

It is easily seen that H (G) depends continuously on G C1 topology and H {G) = 
Mo if M0 is invariant for G. Then the mapping H satisfies Definition 4. 

Example 7. The weakly indestructible manifold for which there exists 
a mapping continuous on V which does not satisfy Theorem 4's 
conditions. 

In the plane R2 consider a dynamic system defined in the following manner. 
On a rectangle [-2, 2] x [-1, 1] the system has a form 

x = y + x2 
, iJ = 0 . 
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The axis Ox is an invariant manifold. The trajectories over Ox are parallel to Ox 
and have the same direction. The lines y = h, h < 0 are invariant too. On them 
are equilibrium points which are defined by an equation x2 + y = 0. Moreover 
let our system have two equilibrium points A ( -2, 2) and B (2, -2). In some 
neighborhood of the point A the system has the form 

X = X + 2 , iJ = 2(y + 2) . 

In some neighborhood of point B, the system has the form 

X = - (X - 2) ' iJ = - 2( y + 2) . 

Let the system be such that a trajectory T1 beginning at point (2, 0) reach 
equilibrium point B as T-+ +oo, and it is tangent to a horizontal line there. Let 
a trajectory T2 beginning at point ( -2, 0) reach equilibrium point A as t-+ -oo 
and be tangent to a horizontal line there. Let a horizontal segment [A, B] be 
trajectory. Thus we have an invariant manifold Mo consisting of the segment 
[A, B], the trajectories Tt, T2 and the segment [-2, 2] x 0. To show that this 
invariant manifold is indestructible, consider a trajectory T3 passing through 
point (0, y), y > 0. If y is sufficiently small this trajectory tends to A as t-+ -oo 
and to B as t -+ +oo and is tangent to horizontal line there. Joining trajectory 
T3 and segment [A, B] we obtain an invariant manifold S, C1 close to M0 • The 
system near manifold Sis analogous to the system of Example 2. On the manifold 
S the transversality condition holds good. Hence there exists a mapping H y 

associating to a perturbed system its invariant manifold. From the proof of 
Theorem 3 it follows that this mapping is continuous in y. Using mapping Hy 
we can construct a continuous mapping H associating to a perturbed system its 
invariant manifold and H(Fo) = M 0 • 

Now we show that there exists a system u = F1 ( u ), C1 close to the initial one 
with the same invariant manifold M 0 which is not indestructible under pertur
bation of this system. Consider a system coinciding with the initial one outside 
of the rectangle [-2, 2] x [ -1, 1]. Inside of this rectangle there is any rectangle 
where a new system has a form 

x = -pz + y + x2 ' y = -qy ' 

where the positive numbers p and q will be chosen later. The new system has the 
same invariant manifold M0 • On the axis Ox there are two equilibrium points 
( -p, 0) and (p, 0). Since q > 0 the equilibrium point ( -p, 0) is a knot and the 
equilibrium point (p, 0) is a saddle. If 2p > q then at the point ( -p, 0) all the 
trajectories except the horizontal ones are tangent to a direction (1/(2p- q), 1). 
Show that the invariant manifold M 0 is not indestructible with respect to per
turbation of the new system. For this we construct a perturbation concentrated 
near the point (0, 0) which moves an unstable manifold of the point (p, 0) above 
the axis Ox. Then at point ( -p, 0) this manifold is tangent to the direction 
(1/(2p- q), 1). Hence the perturbed system does not have an invariant manifold 
C1 close to M0 • 
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Abstract 

We discuss some properties of the rather general class of nolinear stochastic 
functional-differential equations which on one hand embraces various classes of 
hereditary equations which used to be studied independently, and on the other 
hand provides basic properties of equations; solvability, continuous dependence 
on initial data, etc. 

1. Introduction 

The central question of this paper is: what should be meant by a general 
stochastic functional-differential equation (SFDE)? Of course, many SFDEs can 
be covered by Hale-type equations, i.e., equations of the form: 

(1.1) 

where Xt( s) = Xt+s is a stochastic process with values in the space of "initial 
functions", Zt is a semimartingale. Up to now the most advanced results con
cerning SFDEs have been obtained for equations of this type (see, e.g., [KN], 
[Ml], [S], and references therein). Apart from these works there exist a number 
of papers devoted to "hereditary equations" of the form: 

(1.2) 

("Dolean-Protter" equation) with f depending on paths of solutions within the 
whole time interval [0, t], (see, for instance, [JM], [Prl], [WM]). Moreover, there 
are some sporadic SFDEs which "break down" usual frames. They are: stochas
tic integro-differential equations [MT], neutral equations [KN], equations with 
feedback in differential [Pr2], etc. 

Our goal is to show how all the equations listed above can be treated within 
a general framework, i.e., as particular cases of a "general SFDE" for which the 

* Supported by A. Von Humboldt Foundation. 
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basic properties hold (existence of solutions, continuous dependence on initial 
data, etc.). We should mention that our investigations have been strongly stim
ulated by the recent achievements in the deterministic theory of FDEs (see, e.g., 
the surveys [AM], [AMR], [R], and references therein). These achievement are 
assessed by this author as very fruitful. The results we are going to present here 
can, of course, be regarded as a generalization of deterministic ones. 

2. Basic notations and preliminary results 

We use mainly the terminology ofthe monograph [J1]. 
Let (f!, :F, :Ft, P), 0 ::; t ::; T be a stochastic basis with usual condi~ions 

((:Ft) is a right-continuous :filtration; :Ft,:F contain P-null sets), Zt = (zf) be 
an m-dimensional semimartingale defined on [0, T]; ( B, C, v) be the tr~plet of 
its predictable characteristics: this means, in particular, that Bt = ( Bf : 1 ::; 
j $ m) is a predictable m-dimensional stochastic process with non decreasing 

components, C = (C[i~: 1 $ j, k $ m) is a predictable nonnegative matrix, vis 
a predictable random measure on [0, T] X Rm [J2]. 

We also introduce a nondecreasing predictable process 

At= 'Ej~m(C{i + VarsE[O,tJB~) + f v([a, t] x dx) 1 A lxr~ 
lam 

(A-min, Var-variation) and Radon derivatives of (>.rabsolutely continuous) func

tions and C + E w.r.t. >.(where E{k = fam v([O,t] X dx)xixiJ{I:.t·l9}' Xi are 
the coordinate functions in R m): 

Bf = 1t a~d>.s ; C/" + E{k = 1t (3~kd>.s . (2.1) 

We now describe the functional spaces we are going to deal with. The space 
k contains all :Fo-measurable random values. After identifying P-equivalent func
tions and endowing k with the topology of convergence in probability we get k 
to be a linear metric space. The space Ap (1 s p 5 oo) consists of row-vectors 
H = ( H 1 , •.• , nm) with predictable components for which 

T T ! 
IIHIIt = l IHsasP'd);s + ( l IHsf3sH!'Id>.a) < 00 a.s. 

JU '\JU / 

Identifying H1 and H 2 such that IIH1 - H2 IIA" = 0 a.s. also yields a linear 
space with the metric E(IIH1- H2IIA" A 1). 

Using Jacod's description of zrintegrable stochastic processes (see e.g., [J2]), 

one can easily see that for each H E Av the stochastic integral J; H8 dZ8 does 
exist, and determines the continuous operator from Ap to k for each t. 

Now define the following set: 

Sp = { x I Xt - Xo = 1t Hsdz8 , Xo E k, H E Ap} . 

If we identify indistinguishable stochastic processes in Sp (see e.g., [Jl]) we get 
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2.1 Proposition. Under the identifications just described we have the isomor
phism 

(2.2) 

given by Xt = J HsdZs + Xo. 

2.2 Remark. Using (2.2) we can equip the space Sp with the topology of 
direct product. This topology is a little bit stronger than the Emery topology 
of the semimartingale space S [E]. This is due to the fact that being a linear 
subspace of S, the space Sp is closed w.r.t. its own topology. 

2.3 Remark. Using the (rather convenient) deterministic terminology (see 
e.g., [AMR]) we can call k a "space of initial data", Sp a "space of solutions", 
and Ap a "space of (abstract) derivatives". It will be shown later that, in fact, 
these spaces do play the same role as the spaces R, Lp and Wp (absolutely 
continuous functions with p-summable derivatives) in the deterministic theory. 

The important feature of the space WP which leads to the basic properties 
of deterministic FDEs, consists of their compact imbedding in Lp (for q < oo) 
and C (for p > 1). Thus, using this property, one can apply the theory of linear 
and nonlinear compact operators, which is rather powerful machinery. 

So it would make sense to understand similar properties of the spaces Sp in 
order to find out which kinds of operators might be useful for the stochastic case. 

First, note that we have to consider the Skorohod space instead of C 
because of possible discontinuity of solutions. More precisely, we will deal with 
spaces X consisting of (Ft)-adapted stochastic process with trajectories belonging 

to a given functional space X, X will be presumed to be equipped with the metric 
E (llx-yllx /\1). The role ofthe space C will be played, in particular, by the space 

D generated by the Skorohod space of right-continuous and having left-hand limit 
functions with the sup-norm. 

The following theorem was proved in [P 5] for the case of Ito integrals. Slightly 
modifying the proof and using standard estimates for stochastic integrals w.r.t. 
semimartingales (see [J1] or [J2]) we get 

2.4 Theorem A. For p > 1 each set bounded in Sp is tight in D. B. For p 2: 1, 

q < oo, each set bounded in Sp is tight in Lq. 

Recall that a set Q of random points (processes) is called tight if for any 
£ > o there exists a compact set K such that P { w I x( w) rf: K} < c whenever 
X E Q. 

Surely this result is far from being unexpected. It is well known that, at least 
for equation (1.2), bounded sets of solutions are tight in jj [JM]. On the other 
hand, Theorem 2.4 shows that we cannot use the theory of compact operators 
for our purposes and therefore we have to develop a new one which will treat 
operators mapping bounded sets into tights. This justifies the following 
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2.5 Definition. We say that an operator h defined in a linear space of random 
points (processes) is tight if 1) it transforms bounded sets of its domain into tight 
ones, and 2) it is uniformly continuous on each tight set taking from its domain. 

One can easily observe that in case n shrinks into a singleton, we get the 
definition of compact operators which are continuous and hence uniformly contin
uous on compacts. It is not clear whether the condition of the uniform continuity 
from Definition 2.5 can be replaced (at least in what follows) by usual continuity. 

Unlike the deterministic case, the tightness property of operators turns out 
to be too general. Thus, every nonlinear uniformly continuous operator defined 
on an arbitrary linear subspace of, say, k is tight. It is absolutely evident that the 
possible theory of such operators would be poor enough. We therefore have to 
introduce more hypotheses. Our point is: it would be natural to take into account 
the "trajectoral" nature of SFDEs. To do this we introduce the following notion 
(see also [Sh], [P1]). 

2.6 Definition. An operator h is said to be of local type (or simply local) if for 
any x, y from its domain, and for any A E :F the equality x(w) = y(w) a.s. on A 
always implies that (hx)(w) = (hy)(w) a.s. on A. 

Examples of local operators: 1) random operators (more precisely, super
position operators generated by random operators): (hx)(w) = T(w,x(w)); 2) 
stochastic integrals (also extended ones, see e.g., [NP]; 3) combinations of 1) and 
2), for instance, sums, products, superpositions, etc. 

Our basic observations is that there exists a nontrivial theory of local tight 
operators which on the one hand inherits much from the theory of compact oper
ators, and on the other hand supplies us with a machinery which might be useful 
for SFDEs. 

3. General SFDEs with Driving Semimartingales. Some Examples 

By a general SFDE we understand the following equation: 

dx = Fxdz, (3.1) 

where F : s; - A; is a local and tight operator which is additionally assumed 
to be independent of the future: if X 11 = y11 a.s. Vs E [0, t], then Fx 11 = Fy11 

a.s. Vs E [0, t], where t is an arbitrary time point taking from the interval [0, T]. 
Sometimes such operators are called Volterra-type (or simply Volterra operators). 

Let us now explain exactly why these conditions have been chosen. The 
independence of the future is related, of course, to the conditions of integrability 
of Fx w.r.t. z, but not only to this. It also affords us a convenient opportunity to 
treat solutions locally, i.e., in neighborhoods of initial points, and then to extend 
them as far away as possible. _ 

The fact that we take s; instead of the usual nn as a domain of F is de
termined by examples of SFDEs. It is so for neutral equations and for some 
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equations with hysteresis-type nonlinearities. This means that not every heredi
tary equation can be described by (1.1) or (1.2). On the other hand, taking s; 
as a domain seems to be even more natural, since all solutions to (3.1) must be 

semimartingales of a particular form, and from this point the space nn might be 
(and in some cases is) too wide. In fact, the space s; is more convenient also 
from a purely theoretical point of view. It was first realized in the deterministic 
theory of FDEs (see, e.g., [AM], [AMR]). 

Let us now turn to the properties of locality and tightness. The first means 
that we wish to consider only "trajectorial-type" equations, i.e., involving no 
averaged characteristics, expectations, etc. One might ask why we do not restrict 
ourselves to the case of random operators F as it is usually assumed. First, it is 
due to examples, neither neutral nor integro-differential equations are covered by 
SFDEs with random F. This was noticed also by S. Mohammed [M2, p. 6]. 

The most problematic assumption is probably the i.e., the tightness 
F. However, as it follows from examples (see below), it is actually not very 

restrictive. In fact, it holds for most SFDEs, except maybe some particular neu
tral equations. The tightness reflects the general fact that by virtue of Theorem 
2.4, bounded sets of solutions of finite dimensional stochastic equations should 
be tight (see also Section 4). 

Let us now turn to examples. 

A. Ordinary equations with driving semimartingales. 

(3.2) 

Assume that 
A1) f : [0, T] X n X Rn - RrnXn is continuous in X E Rn and predictable in 

( t, w) E [0, T) X !l with values in the space of m X n- matrices denoted by 
RrnXn; 

A2) for any R > 0 there is a stochastic process <pf\ summable w.r.t. At and such 
that 

fp(t,j(t,x)) ~ <p~ a.s. (\:It E [O,T], \:fx ERn, s.t.!xl ~ R), (3.3) 

where 
fp(t,u):::: luaslp + lu,88 uTip 

with a, ,8 given by (2.1). 

(3.4) 

3.1 Remark. Recall that by definition lasl ~ 1, I.Bis ~ 1 and hence (3.3) is 
implied by the more simple inequality: 

!f(t,x)I 2
P ~ <p~ (lxl ~ R). 

Note, however, that the latter estimate is sometimes too restrictive. Thus, for 
Ito-type equations, the drift coefficient can be p-integrable, while the diffusion 
one should be 2p- integrable. 
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3.2 Theorem. Under Assumption A1 and A2, the operator Fxt = f(t,Xt-) 
is local, tight, and Volterra as the operator from s; to A;. In other words, (3.2) 
is a particular case of (3.1). 

3.3 Remark. Clearly, the case of p = 1 gives the least restrictive estimate, 
and at the same time the widest space of solutions, namely Si. The smaller the 
space of solutions, the stronger the estimates required. 

Proof of Theorem 3.2. In our particular situation the operator F is random, 
(Fxt)(w) = f(t,w,xt- (w)), the generating function f(t,w,x) being continuous 
in x. Therefore, F is local, Volterra, and uniformly continuous on tight subsets 
as the operator from jjn to A; (the latter is ensured by A2). Clearly, the same 
is true for F considered in the space s; endowed with the stronger topology. 

Moreover, since bounded subsets of the space s;(p > 1) are tight in jjn, and 

since (evidently) F maps tight subsets of jjn into tight subsets of A;, F is tight as 
the operator from s; to A;(p > 1). If p = 1, we should first observe that for each 

R > 0 the operator FRXt = f ( t, 1r R( Xt-)) can be extended to the space L2 as a 
continuous random operator taking its values in A;. Here 1rR is just a projector 
of R 0 onto the ball B[O,R). Repeating the above argument and applying the 
second part of Theorem 2.4, we get the tightness of FR as the operator from sr 
to Af. It remains to note that any bounded subset of Sf satisfies the condition: 

V c > 0 3 R~ such that P{llxllv .. > Re} < c , 

and the result follows. IJ 

3.4 Remark. A slight modification of the above proof yields a generalization 
of Theorem 3.2 for the case of the Dolean-Protter equation (1.2) under conditions 
similar to A1 and A2. In fact, we have only to replace the domain off (Rn by 
Dn) and to impose the Volterra condition on f. Therefore Equation (1.2) can 
also be put in our scheme. 

The next example is actually a particular case of Equation ( 1.2), but it 
illustrates why Equation (1.1) can be involved in our consideration as well. 
B. Stochastic delay equations. 

Xs = IPs , S < 0 , 

where Txt= ~-oo,t) d8 R(t,s)x8 • 

Assume that 

(3.5) 

(3.6) 

B1) I : [0, T] X n X R 0 X R 0 ~ Rmxn is continuous in (x, y) E R 0 X R 11 and 
predictable in (w, t) E [0, T] X fl; 

B2) for any R > 0 the following estimate is fulfilled: r p(t, f(t, x, y)) :$; cpfl + c!yiq 
(c ~ 0; p,q ~ 1; cpfl as in A2, y E R 0

, t E [O,T], lxl $ R 0
; fp is given by 

(3.4)); 
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B3) the kernel R: [0, T] X [-oo, T] X n-;. RDXn is B ® P-measurable (where B 
and P stand for the a-algebra of Borel and predictable sets respectively; we 
put :Fs = Fo for s < 0 for convenience) and satisfies the following condition: 

B4) <pis B ® :Fo-measurable and locally bounded on ( -oo, 0) X n stochastic pro
cess. 

3.5 Theorem. Under conditions Bl-B4, equation (3.5) coupled with Condition 
(3.6) is a particular case of(3.1) with F: Sh- A~. 

Proof: Note that by virtue of the properties B1-B4 the operator 

Fxt = f (t, Xt- , { dsR( t, s )x s + 1/Jt) 
lro,t) 

satisfies conditions A1-A2 with the corrections mentioned in Remark 3.4. Here 
1/Jt =: J( -oo,O) dsR( t, S )1/J8 • D 

3.6 Remark. It looks strange that we involve in the equation what is nor
mally regarded as an "initial function". Let us, however, explain our approach. 
First of all, we should observe that the time point 0 has been excluded from 
the considerations. So we still need to add an initial condition to our equation. 
However, it is not infinite dimensional any more, and our delay equation can he 
treated as a finite dimensional one! Such a transformation does not seem to he 
anything special, but actually it changes the very nature of the equation. It was 
shown convincingly by recent developments in the deterministic theory of FDEs 
(see e.g., [ AMR]). Let us mention here only one advantage of this approach. After 
our transformation we are not confined to a particular (sometimes rather com
plicated) space of initial functions. We do not need it any more! This proved to 
he very important for the stability theory (taken just as an example). Of course 
this is also important for our purposes, as it allows us to involve delay equations 
in the general framework. 

3. 7 Remark. Such a transformation can he made not only for a particular 
equation (3.5) hut also for the general equation (1.1). 

C. Integro-differential equations. 

(3.7) 

where U is a nonlinear integral operator of the form 

Uxt=1/J+ { H(t,s,xs)dzt. 
lro,t) 
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Such equations w.r.t. the brownian motion were studied in [MT) under Lipschitz 
conditions. 

We assume that 
C1) f satisfies Condition B1; 
C2) for any R >or ,(t, f(t, x, y)) $ ,pfl (p ~ 1, ,pR as in A1 t E [0, T), x, y E R 0

' 

lxl, IYI $ R; r, is given by (3.4)); 
C3) the functions Hij: [O,T) x [O,T] x R 0 --+ R (i = 1, .. . ,n; j = 1, ... ,m) are 

absolutely continuous in the first variable and their derivatives w.r.t. it are 
8 ® 1'-measurable in (t,s,w) and continuous in x; 

C4) the following estimates hold for any R > 0: 

and 

1T d~,( QMs,w)+ iT Kh(T,s,w)dT) < oo a.s. 

C5) t/J : n X [0, T] --+ R 0 is predictable and locally bounded. Some of these 
conditions can be relaxed if z has independent increments. 

C3a) Hii are 8 ® 1'-measurable in (t,s,w) and continuous in x; 
C4a) IHii(t,s,w,x)l $ Qn(t,s,w) (lxl $ R, R > 0) and 

1T 1T IQR(t,S)Iqd~td~, < oo ,a.s. 

for some q > 2; 
C5a) t/J is predictable and q-summable in t. 

But now we have to impose an additional condition on the growth oft: 
C2a) r, (t, j(t, x, y)) $ t/Jfl + clxlq ( c ~ 0 a.s., lxl $ R, R > 0). 

3.8 Theorem. Under assumptions C1-C5, or, ifzt has independent increments, 
under assumptions Cl, C2a-C5a, equation (3.7) is a particular case of equation 
(3.1) with F: S~--+ A~. 

Proof: Taking into acccount the proofs of the two preceding theorems, it is 
sufficient to establish that the integral operator 

is uniformly continuous on tight subsets of the space Dn and takes values in 
L~(~) or in L~(~) if conditions C3 and C4 (resp. conditions C3a and C4a) are 
fulfilled. Both cases can be treated in a similar way. So we can restrict ourselves 
to the first one. 
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Let us represent the semimartingale Zt as a sum: 

Zt = Bt + f3t + Ztlj.~.zi>1 (t), 

where Bt is the first local characteristic of Zt, while the second term is a local 
martingale. 

Now the integral operator 

AtXt = r H(t, s, Xs)d (Br + Ztlj.:lzi>l(t)) 
J(o,t) 

is simply a random Stiltjes integral operator driving by the process which is 
absolutely continuous w.r.t. At, the kernel satisfying the following estimate: 

IH(t,s,x)i::;: m;xjni(s,s,x)+ 1t H~(r,s,x)drl::;: 

:S: QR(s) + fst KR(t, S)dr E Lt (.X(w)) a.s. 

Hence, the operator A1 maps fJn into L~(.X) and it is uniformly continuous on 
tight sets of its domain. 

It remains to study the integral operator 

A2xt = [ H(t,s,x)dfJs 
lro,t) 

which can be represented (see e.g., [Pr3]) as follows 

A2Xt = r H(s, s, Xs)dfJs + t dr [ H~( T, s, Xs)dfJs . 
J(o,t) Jo J[o,r) 

For any predictable stopping time Tn ::;: T we have 

+2Esup (jdr [ H~(r,s,x8)d{J8)
2 

[Or) J[o,r) 

and using the standard technique of estimating stochastic integrals w.r.t. semi
martingales we obtain: 
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{T" {T 
+K2E Jo d),.s Js Kh(r, s)dr, 

so that P{ supt<T IA2xtl 2 2:: Ke} < c; for abitrary c; > 0 and sufficiently large 
Ke. On the other hand, the process~= f[o,t) H(t,s,x 8 )df3s admits aFt- 0 B

measurable version, hence it is equivalent to a predictable process. We have just 

proved that A2 (l~()..)) C L~(.X). 
Exactly the same reasoning yields the estimate 

+E 1T,. d),.s 1T [H~(r,s,xs)- H~(r,s,ys)] 2 dr) 
Consider the random integral operator 

I(xt,yt)(w)= { G(s,W,X 8 ,Ys)d)..s, 
J[o,t) 

(3.8) 

where G equals either [H( s, s, x )-H( s, s, y)F, or fsT (H~( r, s, x)- H~( r, s, y)f dr. 
By our assumptions, I( w) is continuous for almost all w as an operator from 

LZ:: ()..(w)) to L~ ()..(w)). Hence I considered as a superposition operator from 

LZ::(A) to L~()..) is easily seen to be uniformly continuous on tight sets. In 

particular, given a tight set Q C L~()..) we have 

P- lim sup I { G(s,xs,Ys)d)..sl = 0, 
5-++0 J[o,t) 

where supremum is taken overt E T, x,y E Q, E(llx- YIID" 1\ 1) ~ 15. In other 
words, for some exhaustive sequence of predictable stopping times 

Making use of estimate (3.11) we obtain that 

lim sup IA2xtAT - A2YtAT 1
2 = 0 

5-++0 n " 

This means that A2 is continuous on Q. 
Let us complete the proof of Theorem 3.8. If p > 1, then the result imme

diately follows from Theorem 2.4. If p = 1, we have first to replace our operator 
A by a "truncated" one, as was done once in the course of the proof of Theorem 
3.2. 0 
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D. Neutral stochastic equations. We are not going to study here all possi
ble classes of neutral equations. It would extend our paper enormously. Instead, 
we will consider only one particular type of neutral equation which is rather 
illustrative, but comparatively simple technically: 

dxt = f(t, Txt, Sxt)dzt (3.9) 

where 

Txt = 1 daR(t, s)x8 , 

( -oo,t) 
Sxt = 1 Q(t,s)dx 8 • 

( -oo,t) 

Of course, we have to supply this equation by a "prehistory": 

X 8 = ~8 , S < 0. 

Now introduce the following assumptions: 
D1) f satisfies B1; 

(3.10) 

D2) V R > 0 fp(t,f(t,x,y)) ~ t.p~ + ixiq (p > 1, q 2:: 1; t E (O,T]; x,y ERn; 
IYI ~ R; r p is given by (3.4) ); 

D3) R satisfies B3; 
D4) Q is absolutely continuous in t, while its derivative Q~ satisfies the same 

measurablity condition as R and additionally the following estimate: 

T( T )r T 1 liQ~(r,sWdr d.Xs + foiQ(s,s)i 2rdA 8 < oo a.s. 

D5) Loo,o) Q(t, s )d<p8 exists and is locally bounded in t. 

3.9 Theorem. Under assumptions Dl-D5, equation (3.9) with the "prehistory" 
(3.10) is a particular case of the general equation (3.1) where F: s;--+ A~. 
Sketch of the proof. The crucial point is to verify the tightness of the 
operator SoXt = f(o,y) Q(t, s )dxs regarded as a mapping from s; to jjn. The 

following estimates can be derived easily from the proof of the preceding theorem: 
.! 

E sup ISoxtl 2 ~ E ( {T" ( {b IQ~( r, s Wdr) r d).. 8 ) • + 
O~t~T.. Jo Js 

+E(1T,. IQ(s,s)i 2rdAs) ~ (3.11) 

for some exhaustive sequence {Tn} of predictable stopping times. This means 
that for any E > 0 there is a number N for which P{Tn < T} < E for all n 2:: N. 
So So is a bounded linear operator from s; to jjn. Now approximating the kernel 
Q by degenerated kernels Qn and using the similar estimate as (3.11), we obtain 
that S0 can be uniformly approximated by finite dimensional random (and hence 

tight) operators acting from s; to jjn. Therefore, So should be tight as well. 
Now combining the proof of Theorem 3.2 with the fact just established we get 
the required result. o 
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4. Basic properties of Equation {3.1). 

As we have already seen, a large number of SFDEs can be regarded as 
particular cases of equation {3.1) under rather weak assumptions. In this section 
we would like to state some general results concerning solvability, continuous 
dependence on initial data, etc. of equation (3.1). To do this we use some rather 
profound facts from the theory of local-type operators. However, let us first 
formulate the results we have been keeping in mind throughout the preceding 
sections. 

1. For any initial conditions x0 = K E kn there is at least one weak solution 
to equation (3.1) defined on a random interval [a, r] where r > a a.s. is a 
stopping time. 

2. Any weak solution of the Cauchy problem x0 = K for equation (3.1) can be 
extended up to either the time-point b, or an explosion time. 
It is assumed in the next two properties that all solutions of (3.1) reach the 

time-point b. 
3. Any set of solutions of (3.1) bounded ins; is tight ins; (and hence in i5n). 
4. If all solutions to (3.1) with all initial data K E kn satisfy the property ofthe 

pathwise uniqueness, then they are all strong (i.e., they are defined on the 
initial stochastic basis) and continuously (in s;-topology) depend on K E kn. 
These properties were proved in [P7] for the case of Ito-type SFDEs. So it 

would probably make sense not to repeat it in detail, but only to highlight main 
points and to consider new difficulties more thoroughly. 

First, however, let us give a more accurate definition of a weak solution to 
equation (3.1). 

4.1 Definition. A stochastic basis (fl*,F*,P*) is called a (regular) splitting 
of the stochastic basis (n, F, Ft, P) if there exists a (:F*, F)-measurable surjective 
mapping c: n· -+ n such that: 

1) P*c-1 = P; 
2) c-1(Ft) c Ft (\It); 
3) ZtC is again a semimartingale on (fl*, F*, Ft, P*) with the same local char

acteristics as Zt. 

The third property implies, in particular, that brownian motion still pre
serves its properties after regular splitting. 

4.2 Definition. A weak solution to equation (3.1) is a stochastic process which 
is defined on some regular splitting of the initial stochastic basis, which belongs 
to the space s;• :::> s; (the space s;* as well as the space A;* are constructed 
similarly to s; and A; w.r.t. the new stochastic process) and which satisfies an 
equation 

dxt = F"'xtd(ztc) 

on a random interval [0, r], where F* : s;* -+A;* is the (unique) local continuous 
operator extending F. 
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In fact, F* is also tight. 
Let us observe that such an extension ofF does exist. This statement is far 

from being trivial in general (see [P2] for the proof), but it is rather evident in 
particular examples. 

Thus, in Examples A and B the operator F is random, i.e., (Fx)(w) = 
P(w,x(w)) for appropriate P, so that (F*x)(w*) = P(w,x(w*)), w* E !1*. In 
Example C we have Fx = f(t, x, Uxt), Uxt = fro.t) H(t, s, x 8 )dz8 , so that F*x = 
f(t, x, U*xt), where U*xt = fro,t) H(t, s, X 8 )d(z8 c). 

and 

Finally, in Example D 

Fx = f(t, Tox, Sox) , Sox= { Q(t, s)dxs 
lro,t) 

F*x = f(t, Tox, S~x) , S~x = { Q(t, s)dx 8 (x E s;*) . 
lro,t) 

Proof of the stated results. We consider the following operator equation in 
An. 

p• 

H=~H, ( 4.1) 

where ~H = F(K, +fro,·) H8 dz8 ). By assumptions,~ is local, tight and Volterra. 
So we might apply the fixed point theorem for local tight operators which states 
that if such an operator h has an invariant ball in a space of random points 
(processes) which satisfies the so-called "IT-property" (see below), then h has at 
least one weak fixed point (see [P6] for the proof, or (P3] for the formulation). 

It is easy to check that the space A; satisfies the "IT-property": there exists 
a sequence of random finite dimensional Volterra projections pm : A; -+ A;, 
strongly convergent to the identity (see also [P4] for the proof). The only thing 
we have to verify, therefore, is the existence of an invariant ball. Of course this 
property fails in general, but fortunately we have the Volterra property of F and 
the technique proposed in [P7]. To exploit this we should find a random Volterra 
projection 1r: A;- Bn where B is given by 

B = {X E Ap: loT r(t,xt)dAt::;: 1} . 

and r P is defined in (3.4). Without loss of generality we can assume that n = 1. 
Put 

7!"Xt = Xt((I{rp(t,xt)<l} + !'xl[rj), 

where T = inf{t: J;rp(s,x 8 ) ~ 1}, and 'Yx ~ 0 is chosen in such a way that 
'Yx = 0 if T = +oo and 

(4.2) 

161 



Let us show the existence of such 'Yx for the case of r < +oo. Consider an 
equation 

Au2 + Bu+ C = 1 

where A= lx.BtxjPLlA7 , B = ixatiPLlAr, C = fto,r) fp(s,xa)dAs. 
Since A, B, C 2: 0 and C ~ 1 there is only one positive solution Ux to this 

equation. Put 'Yx = f(ii';. We have then 

r fp(s,11"x 8 )dA8 = { fp(s,x 8 )dA8 + fp(r,"'fxXr)LlA 7 = ~~B + "'f;PA + C = 1 Jo ./[o,r) 

and therefore 

and 17 

fp(S,11"X 8 )dA8 < 1, 

(of course, all here depends on w). 

if r < 0 

if r = oo 

Clearly, 'Yx is a continuous function of x E Ap· We claim that (i) 1r(Ap) C B, 
(ii) 11"X = x if x E B, (iii) xn --'+ x implies 11"Xn -+ 11"X. To see this, note 
that (i) follows directly from ( 4.2), (ii) can be deduced from the following: 

foT r p(s, Xs)dAs < 1' => T = +oo => 'Yx = 0 & [0, r) n [0, T] = [0, T] => 11"Xt = Xt· 
Finally, in order to prove continuity of 1r we have to use continuity of the integral 
and the continuity of 'Yx· 

Let us come back to the properties of equation (3.1) and consider an operator 
equation 

H = 1rif)H 

in the space A;. 
By the fixed point theorem for local tight operators [P3] there is at least one 

weak solution to this equation, belonging, in general, to the enlarged space A;*. 
Put r = inf{t: 11(7rip)*H*J[O,tJIIA;• 2: 1}. Then r is a predictable stopping time 
and, moreover, since 

lim 11(7rip)*H*li[o tJIIA"" = 0 
t-++0 • p 

we have P*{r > 0} = 1. 
As r is predictable, there exists a stopping time fJ, 0 < fJ < r. We have 

therefore 7r(()*H*)I[o,11) = F*H*I10 ,111 • Now taking into account that if) is local 
and Volterra we deduce 

if)*(H* I(o,11J) = (if)* H*)I[o, 11J = 1r( ()* H*)Io, 11J = H* I[o,11J, 

so that x; = "'+ J H;d(z8 c) is a weak solution to (3.1) on the random segment 
[0, TJ], and the first property follows. 
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To prove the second one we inductively construct a sequence of weak solu
tions xf = Xo + J; H';"d(zscm) defined on some [0, 17m], where em : flm -+ n 
stands for the m-th splitting mapping and Hf" is a weak solution to the equation 

H = i)mH ::: 1r m f)(H 1[11m_
11

TJ + nm-t I[o,11m_I)) , ( 4.3) 

7rm being a Volterra projection onto the set {fp(t,Ht):::; m}. We also put 
0° = n, ;:G = :F, :P/ = :Ft, p0 = P for convenience. At least one weak solution 
nm to equation ( 4.3) does exist due to the same fixed point theorem for local 
tight operators, and as before we can define the stopping time 17m by 

17m= inf{t: ll()mH*II2: m} · 

Now using the definition of <Pm, we have: 

H ml nm-1 m m-1 (0,7)m-l) = C ' l 

where cm,m-l : nm -+ nm-l connects two splittings and (nm' :Fm' :Ff"' pm) is 
exactly the splitting on which nm is defined. 

These splittings form a projective family of probability spaces and a simple 
computation shows that its projective limit {n, F, Ft, P} does exist and inherits 
the property of regularity. Putting 11 = supm {7Jm}, Hl[o,1Jm) = nm-cm and Xt = 
"'+ fot Hsd(zs&), where -em : n -+ nm (m 2: o) are projections generated by 
the projective limit, we get the predictable stopping time and the solutions to 
equations (4.1) and (3.1) respectively. Moreover, as follows immediately from the 
definition of ()m, 

and therefore 
P{llxi!o,11)llv; = +oo} + P{11 = T} = 1 

This ends the proof of the second property. 
The proofs of the third and fourth properties are similar to those presented 

in [P7] and hence can be omitted. 

5. Conclusion. 

We have shown that there exists a quite general class of SFDEs which on 
the one hand embraces many particular examples of SFDEs, and on the other 
hand admits basic properties of differential equations: existence, continuous de
pendence on initial data, etc. We should however remark that there are some 
classes of SFDEs which cannot be put into this framework, e.g., neutral equa
tions involving "delayed derivatives". Such equations arise naturally as randomly 
perturbed deterministic neutral equations of the form x = f(t, Tx, Sx) where T 
and S are delay operators (for example, T can be defined as in equation (3.5) and 
Sx = x(t- h)). Some results concerning such equations can be found in [P7]. 
The crucial point is that they can be transformed to equation (3.1) for which a 
local and tight operator F is defined implicitly. 
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Abstract 

We describe the solutions space for the scalar system with a discontinuous 
delay control element 

x(t) = -sign x(t- 1) + F(x(t), t) . 

We show that the time delay does not allow to realize an ideal sliding mode, but 
implies oscillations, whose stability is determined by one discrete parameter -
oscillation frequency. 

Introduction 

It is fruitful for many control problems to use relay control algorithms pro
viding sliding modes, i.e. special kinds of motions on a discontinuity surface 
[1,2,6]. One of the unavoidable difficulties in realizing such algorithms is the time 
delay, always existing in real systems. It implies auto-oscillations and does not 
allow to realize an ideal sliding mode [4]. 

with 

In this paper a description of a solution space for the equation 

x(t) = -sign x(t- 1) + F(x(t), t), t 2: 0 

IF(x, t)l ::; p < 1, FE C1 (R2
) , 

x(t) = cp(t), t E [-1;0], <p E C(-1,0] 

(0.1) 

(0.2) 

(0.3) 

is presented. Obviously, under condition (0.2), for any <p E C[-1;0), there exists 
a unique continuous solution xcp(t), t E [-1; oo ), of the problem (0.1), (0.3). We 
consider further only such solutions. Two solutions are called equivalent if they 
coincide after a relevant time moment. The main result of this study is that 
(section 1.1) each solution of the equation (0.1) is equivalent to a steady mode 
(SM), which is a solution with a constant frequency. That means we have finite 
time of entrance to steady mode. Moreover, in the autonomous case, F(x, t) = 
F( x) , there exists a countable set of periodic SM generating all other SM by 
translations in t. Another important result consists in a description of classes of 
stable and unstable SM (section 1.2). Also we give sufficient conditions for an 
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existance of stable bounded stady modes in the case of an unbounded function 
F (section 1.3). 

The following example underlines the meaning of results. The simplest equa
tion 

x(t) = -sign x(t- 1) (0.4) 

has the 4-periodic SM 

' {t,-l:::;t::;1, 
9o ~ t) = 2 - t, 1 ::; t ::; 3, g0 ( t + 4k) = go ( t) , k E Z 

It generates all other SM: namely, it is easy to verify that the 4/(4n +i)-periodic 
function 

gnft) = 1 
go((4n + 1)t), t E R, 

' 4n + 1 

is a solution of (0.4) for each integer n 2: 1. This example is essential one because, 
as will be shown, each solution x(t) =I= 0 of (0.4) is equivalent to 9n(t +a) for 
some n 2: 0, a E R; moreover, a solution 9n(t) is stable for n = 0, and unstable 
for n 2: 1. 

1. 

1.1 Modes. The main object of this section is a special characteristic 
of solution, its frequency. Our main result (Theorem 1.1.7) states that, for any 
solution, its frequency becomes constant after a suitable time moment. In fact, 
that means each solution is equivalent to some SM - a solution with a constant 
frequency. 

\Ve formulate further all necessary steps leading to the main result. The 
proofs are presented in section 2. 

Let Zc.p denote a set of zeros of x"'(t). Put Z~ = Z"' n (0; +oo ). 

Lemma 1.1.1. For any <p E C[-1; 0] the set Z'P is non-empty and unbounded. 

So we can define the frequency function v"' : Z~ --+ N u { 0} u { oo} by 

vc.p(t) =card (Z"' n (t; t- 1)) , t E Z~ . 

Lemma 1.1.2. For any <p E C[-1; OJ the function v"' does not increase. 

This implies that there exists a limit 

N"' ~f lim vrp(t) . 
t-+ 00 
t E z+ <p 
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Lemma 1.1.3. If N'P < oo then N'P is even, and C[-1; 0] is divided into sets 

Uoo = {<p E C[-1;0]IN'P = oo}, 

Un = {<p E C[-1;0JIN'P = 2n}, n ~ 0. 

Introduce the following subset of C[-1; 0]: 

F = {<p E C(-1;0JI<p-1(0) is finite} 

It follows immediately from lemma 1.1.2 that 

Fe U Un 
O:$n<oo 

Definition 1.1.4. A solution x'P(t) with v'P = const is called steady mode 
(SM). 

The set of SM is represented naturally as a union of disjoint sets Sn = 
{x'P(t)iv'P = 2n}, n ~ 0, Soo = {x'P(t)iv'P = oo}. 

Lemma 1.1.5. For any integer n ~ 0 and real T 2: 0 there exists g(t) E Sn such 
that 

g(T) = 0 , g(T) > 0 . (1.1.6) 

If n = 0 then such SM is unique. 

As a consequence of above statements we obtain 

Theorem 1.1.7. Any solution x'P(t) of the (0.1), (0.3) is equivalent to a suitable 
SM. 

In the autonomous case, we give a more precise description of the SM set: 

Theorem 1.1.8. In the autonomous case 
(i) Soo = {0} if F(O) = 0, and S00 = 0 if F(O) =/= 0. 
(ii) there are periodic steady modes go, g1 , ... , 9n, ... such that 

Sn = {gn(t +a) I a E R} , n ~ 0 , 

and their periods satisfy inequalities 

To > 2 , n -I > T n > ( n + 1) -l , n 2:: 1 . (1.1.9) 

This means that a moduli space of solutions (up to equivalence) is a union 
of a countable set of disjoint circles, and, maybe, also a point. 
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1.2. Stability. 
In this section the characteristics of SM stability are presented. 

Lemma 1.2.1. The set U0 has nonempty interior. Moreover, Int U0 contains the 
non-empty set 

Uo = Uo n {<p E C[-1;0] I mes <p-1 (0) = 0}. 

In particular, we get that the property N"' = 0 is stable if mes <p-1 (0) = 0. 

Theorem 1.2.2. If 

1oo m;x 18F~;· t) ldt < oo (1.2.3) 

then all solutions x"'(t), <p E U0 , are non-asymptotically stable. 

We should underline that there are unstable solutions x"'(t) with <p E U0 • 

For example, let '1/J E Un, n 2:: 1, then <p(t) = max{O; '1/J(t)} E Uo, but <p7 (t) = 
<p(t) + r'lj;(t) E Un, for any T > 0. 

Theorem 1.2.4. If 

l
aFI _ sup ox = Mx < 2(1- p)2 (1 + p) 3 

or 

sup I a;; I = Mt < 2(1- p)2(1 + p)-2 

then all solutions x"'(t), <p E U Un, are unstable. 
l~n~oo 

(1.2.5) 

(1.2.6) 

Note that conditions of theorems 1.2.2 and 1.2.4 are fulfilled in the au
tonomous case. 

1.3 The Case of Unbounded Function F. Consider the equation 

x(t) = -signx(t- 1) + F(x(t)) 

FE C1(R), F(O) = p E (-1; 1) (1.3.1) 

without restriction (0.2). The most interesting example is 

F( x) = kx , k = const . (1.3.2) 

In general, a solution of (1.3.1) might be unbounded or inextensible on the 
infinite interval. We shall indicate conditions, when solutions are extensible, 
bounded and stable. 
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Introduce the numbers from R U { -oo; +oo }: 

xt = inf{x > OIF(x) = 1}, x'!::1 = inf{x > OIF(x) = -1} 

x} = sup{x < OIF(x) = 1}, x=1 = sup{x < OIF(x) = -1}. 

Theorem 1.3.3. If 

(i) or 

and 

(ii) 

+ r:l dx 
} 0 1+F(x) > 1 ' 

fo __ d_x..,..-,- > 1 ' 
lx:

1 
1- F(x) 

then there is 6 > 0 such that all solutions xrp(t) of the equation (1.3.1), where 
<p E C[ -1; 0), ll<pll < 6, are extensible on [-1; oo ), uniformly bounded, and possess 
all properties, mentioned in sections 1.1, 1.2. (Here ll<pll means max l<p(t)l.) 

From this theorem, it is not difficult to deduce: 

Corollary 1.3.4. Under conditions (1.3.2) 
(i) if k ::::; 0 then all solutions are bounded, 

(ii) if 0 < k < ln2 then all solutions xrp(t), ll<pll < (2 · exp( -k) - 1)/k, are 
uniformly bounded; 

(iii) if k ;?: ln2 then there is no a stable bounded solution. 

2. Proofs 

Lemma 1.1.1. is obvious. 

Proof of Lemma 1.1.2. If t1 < t2, t 1 , t2 E ZS, then, according to Rolle's 
theorem and (0.1), (0.2), there exists~ E (t1 - 1; t2 - 1) n Zrp. Therefore 

hence 

vcp(ti) =card (Zrp n (t1 - 1; tt));?: 

;?: card (Zrp n (t2 - 1; t2 )) = vrp(t2) . 
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Proof of Lemma 1.1.3. Let v'P(t) = N'P < oo, when t ;::: T. Then xAt) 
changes its sign at every point t E Z'P n [T; +oo ). Indeed, if t1 < t2 are neighbour 
points from Z'Pn [T + 1; oo) then, according to above assumption, there is a unique 
z E (t1- 1; t2- 1) n Zr.p, and hence x'P(t) changes its sign at z. Now it is easy to 
see that N 'P is even. 

Proof of Lemma 1.1.5. In the case N = 0 the desired statement is obvious. 
Fix even N > 0. Put 

'E = { ( ao, ... , aN) ERN +1 I ao ;::: 0, ... , aN ;::: 0 , ao + · · · + aN = 1} . 

Let Z<p n [T; +oo) be locally finite, and 

T = it < t2 < t3 < · · · 
be all zeros of x'P(t) in [T; +oo). Let v'P(tk) = v'P(tk+1) = N. Define the following 
vectors of sign changes: a= (ao, ... , aN), b = (b0 , ••• , bN) E 'E, where 

ao = tk- tk-1,a1 = tk-1- tk-2, ... ,aN-1 = tk-N+l- tk-N, 

aN = tk-N- (tk- 1) , 

bo = tk+l - tk, b1 = tk- tk-1, · · ·, bN-1 = tk-N+2- tk-N+1 , 

bN = tk-N+l - (tk+l - 1) . 

Thus we obtain a correspondence 

(a,a,.s) ~----+ (b,{3,-.s), 

where a= tk, {3 = tk+h E =sign x'P(tk)· 

(2.2) 

Proposition 2.3. For a fixed E, the correspondence inverse to (2.2), is a smooth 
map 

Me : 'E X R ---t 'E X R . 

Proof: Denote by Xe(to,xo,a), E = ±1, the solution of the Cauchy problem 

dx 
da =.s+F(x,to+a), x(O)=xo. 

Define functions T = ..\e(t,a),E = ±1, by equations 

J :,-e(~~ a, .x;(t,O,a), b)= 0, 
ll =r+a+o 

(2.4) 

It is easy to see that for a fixed t0 , functions A± (to, a) increases strictly, and 
A±( to, a)> a if a> 0. Therefore, for a fixed t0 , we can define positive functions 
of b > 0: 
(i) Pe(to,b) inverse to b = Ae(to,Pe) 

(ii) ae(to,b) = b- Pe(to,b). Hence (a, a)= Me(b,f3) can be defined as 

{ 

ao = bt, a1 = b2, ... ,aN-2 = bN-1 , 
aN-1 = bN + O'e(f3- bo, bo), aN = Pe(f3- bo, bo) 
a=f3-bo 
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So, from a given triple (a,a,t:), using (0.1) we can construct a solution of 
(0.1) fort 2:: a, and using maps M± we can extend this solution on the interval 
( -oo, a) with a constant frequency function. Now let us introduce the decreasing 
sequence of closed connected sets 

Let TI = llonll1 nTI2 n ... The statement oflemma 1.1.5 means that Tin('E x {a}) =/= 
0 for any a E R. It is obvious that, for any k > 0, 

(2.6) 

if a is big enough or small enough. Then (2.6) is fulfilled for any k 2:: 0, a E R 
because of connectedness of nk, k 2:: 0. Thus II n (E X {a}) =I= 0, because 
Ih n ('E x {a}) =I= 0, k 2:: 0, are compact. 

Proof of Theorem 1.1.7. It is easy to deduce from the proof of Proposition 
2.3 that every solution g( t), t 2:: T, of (0.1) with a constant finite frequency can be 
extended on [ -1; oo) with the same frequency. That finishes the proof according 
to lemmas 1.1.1, 1.1.3, 1.1.5. 

Proof of Theorem 1.1.8. Here we omit the proof of statement (i), which is 
explaned in [5]. It is rather tedious, and is proposed to be published in another 
paper. 

Now we will prove that, for any n 2:: 1 and a fixed T E R, there is an unique 
9n,T E Sn with property (1.1.6). Since Me, defined by (2.5), doesn't depend on 
f3 we get a map Me : 'E -+ 'E such that 

{

a= M,;(b);a,b E 'E 
ao = bl, al = b2, ... ,aN-2 = bN-1' 
aN-1 = bN-2 + O'e(bo), aN= Pe(bo) , 

(2.7) 

where N = 2n and according to the definition of Pe, O'e (see Proposition 2.3) and 
(0.2) 

1 - p 1 (b) 1 + p 1 - p f (b) 1 + p --<p <-- --<0' <--. 2 -e- 2' 2 -e- 2 (2.8) 

We have to show that the intersection of a decreasing sequence of compacts 

is one point. That follows from 
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Proposition 2.9. For the metric 

N 

lla - bll = L lai - bi I 
i=O 

the operator 
M = (M_ o M+)N(N+l): ~---+ ~ 

is a contraction with a coefficient 1 - 1, where 

{2.10) 

Proof: If a, b E :E then the vector a - b has at least one pair of coordinates 
with different signs. Let 

ai- bi = m~x{ai- bi} > 0, ak- bk = min{ai- bi} < 0. 
t 

It is easy to see that 

ai - bi ;?: lla- bii/(2N) , 

bk- ak ;?: lla- bii/(2N) . 

According to (2.6) c = Me(a)- Me(b) can be defined by 

co= p~(l1) · (ao- bo), c1 = a1- b1, .. . ,cN-1 = aN-1- bN-1 , 

CN =aN- bN + 0"~(9) · (ao- bo) . 

(2.11) 

Thus the transformation a - b ~---+ c can be described as a multiplication by a 
matrix { aii} (depending on a, b), where according to (2.8) 

Oij ~ 0' 0 ~ i,j ~ N' 
N 

L Oij = 1 ' j = 0, ... 'N 
i=O 

min{aii I aii > 0};?: (1- p)/2. 

Hence the transformation a- b ~---+ M(a)- M(b) can be described as a multipli
cation by a matrix M = { mij }, where 

mii > 0 , 0 ~ i, j ~ N , 
N 

L ffiij = 1 ' j = 0, ... 'N ' 
i=O 
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Then, according to (2.10), (2.11), 

N N 

IIM(a)- M(b)ll = 2: I L miq(aq- bq)l ~ 
i=O q=O 

$ t. (~ m;,la,- 6,1- 21·llil- bii/(2N)) < 

< lla- bll-1' ·lla- bll = (1 -1)lla- bll . 0 

This uniqueness and the autonomy imply the equality 9n,r(t) = 9n,o(t- T), 
t, T E R, as well as the periodicity of 9n,O· Inequalities (1.1.9) follow from that 
the frequency of 9n,o is equal to 2n. 

Proof of Lemma 1.2.1. The set U0 is non-empty because it contains S0 =/= 0. 
Now let <p E U0 , and mesrp-1(0) = 0. Then x'P(t) = g0 ,r(t), t 2:: T, for a relevant 
T E R. That means 

x'P(T) = 0, x'P(t) > 0, t E (T; T + - 2
-) . 

1+p 

If '1/J E C[-1; 0) is dose to <p, then 'lf)-1(0) is contained in a sufficiently small 
neighbourhood of c.p-1 (0), and 

mes ({c.p > 0} o {'If)> 0}), mes ({rp < 0} o {'If)< 0}) 

are small enough, where A o B denotes (A\B) U (B\A). Hence Z1/; n [0; T + 2] is 
contained in a sufficiently small neighbourhood of Z'P n (0; T + 2]. Therefore 

X1j;(t)>O, t E (T + o; T + - 2
- - o) , 

1+p 

that implies 'If) E Uo. 

2 
28 < ---1 

1+p ' 

Proof of Theorem 1.2.2. Let <p E U0 , and xc,o(t) = 9oa(t), t 2:: T. We have 
just showed that if 'If) is sufficiently dose to <p then x1/;(t) = g0f3(t), t 2:: T, where 
1.8 - al is small enough. Let 

a = t1 < t2 < . . . , .8 = t~ < t~ < ... 

be all zeros of functions 9oa, 9o(3 respectively in the interval [T; oo). It is enough 
to prove that 

cl ·1.8- al < ltk- t~l < c2 ·1.8- al ' k = 1, 2, ... 

C1,C2 = const . 
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According to the definition of functions A±(t0 ,a) 

tk+l = A±(tk, 1) , t~+l = A±(t~, 1) , 

hence 

I 8A±(Obl) I I I I' ) tk+l - tk+l = {)t . (tk- tk) ' (Jk- tk < tk- tkl ' k ;::: 1(2.12 

t' - t = rrn-1 8A±(Ok, 1) . ([3- ) 
n n k=l {)t a 

The statement follows from 

Proposition 2.13. Under condition (1.2.3), the product 

rr~1 a;:cek,1) 
converges uniformly when 

(Jk+l ;::: (Jk + 1 ' k = 1, 2, 3, ... (2.14) 

Proof: We will show that the series 

converges uniformly. Put 

It follows from (2.4) and well-known formulae for derivatives of solutions with 
respect to initial data [3], that 

8Ae ir {)F -
8 

(t, a)= 1- ( -E + F(O, T))-1 • exp -
8 

(x-e, t)dtx 
t _ t+a X 

where T = Ae(t,a), hence 

I /JAe I 1 17 

{)F -
8 

(8, 1)- 1 s; -
1

- exp -
8 

(x-e, t)dtx 
t - p 11+1 X 

( r rll+l r6+l aF ) 
X Je+I p(t)dt + Je p(t)dt · exp Jo {)x (xe, t)dt (2.15) 
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According to (2.14) one may admit 

(} ~ 0 , 100 

~t(t)dt ~ 1 . 

Then 

iT [)F 1T [)F 
'!')(X-e, t)dt = ~ · ( -E + F(x-e, t))-1dt-

8+1 vX 8+1 vt 

- -;::} · ( -E + F(X-e, t))-1dt ~ 2p+ 1T [)F 

8+1 vt 

1 1T 1 + --. ~t(t)dt ~ 2p + -- ' 
1- p 8+1 1- p 

18+1 oF 1 
'!')(xe, t)dt ~ 2p + -- . 

() vx 1- p 

Put q = exp(2p + 1/(1- p)), N = [(1 + p)/(1- p)] + 1. Then (2.15) implies 

because r ~ (} + (1 + p)/(1- p) according to (0.2), that completes the proof. o 

For the proof of Theorem 1.2.4 we need two following propositions. 

Proposition 2.16. If 

a~ (1 + p)/2 

and one of (1.2.5), (1.2.6) is fulfilled, then 

o>.e ( ) 
oa t, a ;::: q > 1 ' c = ±1. 

Proof: It is not difficult to conclude (see [3]) that 

[)).e 1T [)F £l(t,a) = 1 + (1- cF(O,T))-1 exp '!'l(x-e,t)dtx 
va t+a vx 

X ( 1 + eF(z,(t, 0, t +a), t+ a)+£ 1:. 0:. (x-., t)dt) , 
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where T = Ae(t,a). Therefore (1.2.6) implies 

1T &F 
1 + EF(xe(t,O, t +a), t +a)+ E "'"'il(X-e, t)dt 

t+a ut 

> 1-p- (T- t- a)Mt 2:: 1- p- aMt(1 + p)/(1- p) > 0 , 

1
T 8F 1T (dF {)F) !)(X-e, t)dt = -d - £l · (~Le)-1 dt = 

t+a ux t+a t ut 

= 1T ddF · ( -E + F(x_ 0 t))-1dt -1T :F · ( -E + F(x-e, t))-1dt 2:: 
t+a t t+a ut 

2:: -2p- Mt · (T- t- a)/(1- p) 2:: -2p- Mta(1 + p)(1- p)-2 2:: 

2:: -2p- Mt · (1 + p)2(1- p)-2 /2, 

that implies (2.18). Analogously (1.2.5) implies 

1T &F 
1 + EF(xe(t, 0, t +a), t +a)+ E £l(x_ 0 t)dt = 

t+a ut 

= 1+sF(xe(t,O,t+a),t+a)+E1T ddFdt
t+a t 

- E 1T &F <Ledt 2:: 1 + c · F(O, T)-
t+a &x 

- Mx(1 + p)(T- t- a) 2:: 1- p- Mxa(1 + p)2 /(1- p) > 0, 

l
to+a IJF 

!)(xe, t)dt 2:: -Mxa 2:: -Mx(1 + p)/2 , 
to uX 

that implies (2.18). 

Proposition 2.19. Under conditions of theorem 1.2.4 the measure of the set IT 
from the proof of lemma 1.1.5 is zero. 

T'll=---"· l:'!rn+ ... ~ nh~ ... +ha,+ .,.,...., -;::; - { n n I - M (l) T ,- '1:' satl'sfies ClUU.I.e .1 . .'1 ~'-'woe;: O.llVYV \1.1.1. "'W3..l.J 'llAI- \""'O,~··, ........ l..J,- -e,o,,.u ~ Ld; 

aN ~ (1 + p)/2. Indeed, we have aN ~ aN-1(1 + p)/(1- p), that implies the 
above inequality. 

Now from (2.5) the Jacobian IM:I of the map Me is equal to 

according to proposition 2.16. Then 

I(M_ 0 M+)' I~ q-2 < 1 . 
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Fix A E R and T > A. Then 

IIn (2: X (-oo;A]) c U<M- oM+)k(I: X [T;T+ 1])' 
k~n 

where n might be chosen big enough because T > A is arbitrary. Thus we obtain 
from (2.20) 

mes(II n (2: x ( -oo; A])) :S q-2(n-l) mes(I:) - 0, 
q2- 1 n-+oo 

that completes the proof. 

Proof of Theorem 1.2.4. Now fix <p E Un and a neighbourhood V of <pin 
C[-1; 0]. The set :F is dense in C[-1; 0], evidently. Put 

m = min { k I :F n U k n V :f 0} . 

Assume m ~ 1, and '1j; E :F n Um n V. Then there is t E Sm such that x.p(t) = 
t(t), t ~ T, t(T) = 0. Let 2k be a number of sign changes of 'lj; in [-1; 0], and 
a E I:k C R2k+l be a vector of sign changes of 'lj;, constructed as in the proof 
of lemma 1.1.5, as well as b E I:m C R2m+l be a vector of sign changes of~ in 
(T -1; T). Suppose c E 'Et, dE 2: 8 are vectors of sign changes of x.p( t) in intervals 
(tn -1; tn) and Ctn+t -1; tn+d respectively. If r = s then, according to the proof 
of lemma 1.1.5, the equation (0.1) generates a diffeomorphism of neighbourhoods 
of (c, tn), (d, tn+I) in I:r X R. If r < s then it is possible to deduce, following 
arguments from the proof of lemma 1.1.5, 

Co= dt, ... ,C2s-1 = d2s, C2r = A(do,c2,."···•C2r-2,tn+d, 

C2r-1 = 1 - Co - · · ·- C2r-2 - C2n tn = tn+l - do , 

where A is some smooth function. Hence an inverse image of (d, tn+d in a 
neighbourhood of (c, tn) in 'Er X R has the codimension 2s + 1. That implies the 
measure of an inverse image of II n (Em X R) in Ek X R is zero. Therefore, after a 
suitable small variation of (a, 0) in Ek x R an image of (a, 0) in Em x R leaves II, 
i.e. a limit frequency of the changed solution is less than 2m, what contradicts 
to definition of m, and hence to our assumption m > 0. 

Thus we get that U0 n :F is dense in :F, and also in C[-1; 0], because :F is 
dense inC[ -1; 0]. According to theorem 1.2.2, it means that Uoo u U Uk is dense 

k~l 

nowhere in C[-1; OJ. 

177 



ProofofTheorem 1.3.3. It is easy to see that there are x 1 E (0; min{xt; x~1 } ), 

x2 E (max{x};x=1 };0) such that 

rl dx {0 dx 
Jo 1 + F(x) = lx

2 
1- F(x) = 

1 
· 

The statement of the theorem follows from 

Proposition 2.2.1. If <p E C[ -1; 0], <p(O) = 0 then 

Proof: Assume x""(to) > xll t0 > 0. Let t1 = max{t < to I x""(t) = 0}. 
Without any loss of generality one may suppose x""(t) = 1 + F(x""(t)) > 0, t E 
(t1; to). That means to- t1 < 1. From the other side 

fx'P(to) dx rl dx 
to-tl = Jo 1+F(x) > Jo 1+F(x) =1. 

Therefore xcp(t) ::; Xt, t ~ 0. Analogously, xcp(t) ~ x2 • 
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APPLICATION OF LAGRANGE'S APPROACH 
FOR THE INVESTIGATION OF 

ONE LINEAR OPTIMAL CONTROL PROBLEM 
WITH MIXED CONSTRAINTS IN DISCRETE TIME 

Ioshua Sobolevsky 

Institute of Mathematics 
Hebrew University of Jerusalem 

Jerusalem, Israel 

Abstract 

Linear optimal control problem is studied by Lagrange's ao!Jroacn 
timality principle for this problem is established. Finite search algorithm is 
presented. Several examples are consider. 

Paper is devoted to the investigation of one linear optimal problem in discrete 
time. The peculiarity of this problem is that the control domain at next stage 
depends on the state of the system at the present stage. The problems of such 
type was considered firstly by R.Bellman ([1], Dynamic Programming, Princeton 
University Press, 1957). They were called by the name of bottleneck problems. 
R.Bellman completely investigated the simplest problem of such type in contin
uous There is an extensive bibliography in the book ([2], E.J.Anderson, 
P.Nash, Linear programming in infinite dimensional spaces, 1987) and the pa
per ([3], R.T.Rockafellar, "Linear-quadratic programming and optimal control", 
SIAM Journal on Control and Optimization 25 (1987), 781-814). 

In my paper I shall use by Lagrange's method extremal problems. It 
will permit to establish a necessary and sufficient of optimality 
decomposable case) to find the algorithm search optimal solution. I shall 
give also an example of an application of this algorithm. 

Consider the problem 

x(t) = x(t- 1) + Au(t); t = 1, ... ,N; x(O)=x0
; 

Bu(t) :::; x(t- 1); u(t)~O; t = 1, ... ,N; 

max ( c , x( N) ) 
Here u(t)(t = 1, ... , N) is a control and x(t)(t = 0, ... , N) is a trajectory 

(or state). 
Pair ( u ( · ) , x ( · ) ) is called a feasible process if it satisfies conditions writ

ten in the first three lines. This pair is called an optimal process if it maximizes 
the linear form ( c, x(N)) . 
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Suppose that the matrices A and B have a positive (or nonnegative) ele
ments, x(t) E Rm, u(t) ERn ( m, n- are natural numbers ), c > 0, x0 > 0, 
and all inequalities are understood in the sense of the cone of the vectors with 
nonnegative coordinates. 

Let ( u( · ) , x ( · ) ) is an arbitrary feasible process. Then we have x( 0) = x0
; 

x(l) = x(O)+Au(l) = x0 +Au(l); ... ; x(t) = x0 +A( u(l)+· · ·+u(t)); ... ; x(N) = 
x0 + A(u(l) + ... + u(N)). Let now h(t) (t = l, ... ,N) is an arbitrary m
dimensional vector-function (direction in the control space) and let f > 0 is an 
arbitrary positive number. Put ue,h(t) = u(t) + f h(t) (t = 1, ... , N); xe,h(O) = 
x0

; xe,h(t) = xe,h(t - 1) + Aue,h(t); (t = 1, ... , N). Then we have xe,h(O) = 
x0

; xe,h(l) = x0 + Aue,h(1) = x0 + Au(1) + f Ah(1) = x(l) + f Ah(1); Xe,h(2) = 
x0 + A(ue,h(1) + ue,h(2)) = x0 + A(u(1) + u(2)) + EA(h(l) + h(2)) = x(2) + 
EA(h(l) + h(2)); ... ; Xe,h(t) = x0 + A(ue,h(l) + · · · + Ue,h(t)) = x0 + A(u(l) + 
... +u(t))+EA(h(l)+· .. +h(t)) = x(t)+EA(h(l)+· .. +h(t)) ; ... ; Xe,h(N) = 
x0 +A ( Ue,h(l) + .. · + Ue,h(N)) = x0 +A ( u(l) + .. · + u(N)) +fA (h(l) + .. · + 
h(N)) = x(N)+£A(h(l)+· .. +h(N)). We suppose here that u( ·)is a feasible 
control and x ( · ) is a corresponding trajectory. The perturbation (or direction) 
h ( · ) we want to choose by such a manner, that the displacement of this direction 
on small value wouldn't break only one restriction. At the beginning we shall 
record our conditions in the coordinate form 

xi(O)=x?, i=l, ... ,m (1) 

n 

Xi(t) = Xi(t-1) + L:aijUj(t); i = 1, ... ,m; t = 1, ... ,N (2) 
j=l 

n 

LbijUj(t):::; Xi(t-1); i=l, ... ,m; t=l, ... ,N (3) 
j=l 

Uj(t) 2:: 0; j = 1, ... ,n; t = 1, ... ,N (4) 

m 

max ) c;x;(N) 
L-si ' -

i=1 

The first two equalities are fulfilled evidently also for ue,h( ·) and Xe,h( ·) . 
Therefore we must check of validity oft he conditions (or inequalities) ( 3) and ( 4) 
. They will be looked so 

n 

LbijUe,h,j(t):::; Xe,h,i(t-1); i=1, ... ,m; t=l, ... ,N (5) 
j=l 

uE,h,j(t) 2:: 0; j = l, ... ,n; t = l, ... ,N (6) 
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Taking into account that u£,h,j(t) = Uj(t) + Ehj(t); Xe,h,i(t) = Xi(t - 1) + 
E (A (h(1) + · · · + h(t- 1)))i = xi(t- 1) + E ~J==I aij (hj(1) + · · · + hj(t- 1)), 
we obtain (substituting in (5) and (6)) 

n n 

L bijhj(t) ~ xi(t-1)+E L aij (hj(1)+- · +hj(t-1)); i = 1, ... , m; t = 1, ... , N 
j=l j=l 

uJ(t) + Ehj(t) ~ 0; j = 1, ... ,n; t = 1, .. . ,N 

Define now two sets of indices I(t) and J(t), (t = 1, ... , N) : 

n 

I(t) = { i I L bijUj(t) = Xi(t- 1) } 
j:;:;;l 

J(t)={j I Uj(t)=O} 

(7) 
(8) 

(9) 

(10) 

Let i rf. I(t) . Then from (3) it follows, that for such i and for sufficiently small 
E > 0 the inequality (7) is fulfilled. Analogously, if j rf. J(t) , then for sufficiently 
small f > 0 the inequality (8) is fulfilled. Therefore we must check only the 
cases of i E I(t) or j E J(t) . So, let i E I(t) . Then 

n 

L bijUj(t) = Xi(t- 1) (ll) 
j:;:;;l 

And therefore for the validity of the inequality (7) we must demand 

n n 

:E bijhj(t) ~ :E aij(hj(1) + ... + hj(t- 1)) (12) 
j=l j=l 

Further, let j E J(t) . Then 
Uj(t) = 0 (13) 

And therefore for the validity of (8) we must suppose, that 

(14) 

Thus for feasibility of the process ( Ue,h ( · ), Xe,h ( ·)) we must demand, that 

n n 

L bijhj(t) ~ L aij(hj(1) + · · · + hj(t- 1)); i E I(t); t = 1, ... , N (15) 
j=l i=l 

and 
hJ(t) ~ 0; j E J(t); t = 1, .. . ,N (16) 
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Now we suppose, that ( u ( ·), x ( · ) ) is an optimal process and h ( ·) is a 
feasible perturbation (or direction). Then the inequalities (15), (16) are fulfilled 
and thanks to the optimality we obtain the decreasing of an objective functional, 
i.e. 

(c,xe,h(N)) ~ (c,x(N)) 

for small f. . But we proved early, that 

Xe,h(N) = x(N) +f. A(h(1) + · · · + h(N)) 

(17) 

(18) 

Therefore from ( 17) we obtain ( c, A ( h( 1) + · · · + h( N))) ~ 0 or in coordinate 
form 

m n 

I>i L aij (hj(1) + · · · + hj(N)) ~ 0 (19) 
i=l j=l 

or 

(20) 

So, from the inequalities (15) and (16) it follows (20). It is necessary and sufficient 
condition for local and (thanks to linearity) global maximum. Now we shall try 
to record the inequalities (15), (16) and (20) in the comfortable form. For this 
purpose we introduce the linear functionals, acting in finite linear dimensional 
space of vectors with coordinates {hi( r) I j = 1, ... , n; r = 1, ... , N} . The 
first functional we define by the formula 

(21) 

Then inequality (20) we can record in the form 

(22) 

Further, we define the linear functionals q,it, i E J(t), t = 1, ... , N putting 

t-1 n n 

q,it{hj(r)} = L Laijhj(r)- Lbijhj(t) 
-r=l i=l i=l 

Then inequality (15) is rewritten in the form 

At last we put 

q; ks { h j ( r) } = h k ( s) ; k E J ( s) ; s = 1, ... , N 
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(16) is rewritten so 

Thus, we know that from inequalities 

~it{hj(r)} ~ 0; iEI(t); t= l, ... ,N 

wks{hj(r)} ~ 0; kEJ(s); s=1, ... ,N 

it follows inequality 

(26) 

(27) 

(28) 

(29) 

It means, that linear functional -F belongs to the cline, generated by the 
functionals ~it ' wks ' i.e. there exist nonnegative numbers 

ait ~ 0; i E I(t); t = 1, ... , N 

f3ks > 0; k E J(s); s = 1, ... ,N 

such that 
N N 

F + L L ait~it + L L f3kswks = 0 
t=l iEI(t) s=l kEJ(s) 

(30) 

(31) 

(32) 

(We uses here by the following theory from the separation theory: Let ft, ... , fm, fm+J 
be linear functionals on the finite dimensional space E and let the following im
plication is true 

( ft (X) ~ 0 , .. · , f m (X) ~ 0 ) ==> ( f m+l (X) ~ 0 ) 

Then f m+l is a conic linear combination of the functionals ft, ... , f m , i.e. there 
exist nonnegative numbers a1, ... , am ~ 0 such that fm+I = a1ft +· · +amfm. 
By the other words f m+l belongs to the cone (cline) generated by the functionals 
ft, ... ,Jm ). 

Now we shall write the last equality in the coordinate form with help of (21), 
(23) and (25). I.e. we must record (32) for every coefficient of hj( r) 

We can record (32) without sets of indices I(t) and J(t) 

a it ~ 0; i = 1, ... , m; t = 1, ... , N 

f3ks ~ 0; k = 1, .. . ,n; s = 1, .. . ,N 
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and 

ait(xi(t-1)- tbijUj(t)) = 0; i=1, ... ,m; t=1, ... ,N (35) 
J=l 

,Bksuk(s)=O; k=1, ... ,N (36) 

Then (32) is rewritten in the form 

N m N n 

F + L L ait(J)it + L L ,Bkswks = 0 (37) 
t=l i=l s=l k=l 

It means that all coordinates of the functional, i.e. all coefficients of h j ( r) are 
equal to zero. So, we apply the functional (37) to an arbitrary vector {hi( r) ; j = 
1, ... ,n; r = l, ... ,N}. Then we obtain 

N m N m 

F{hj(r)} + L 'Lait(j)it{hj(r)} + L Lf3ksiJ!k8 {hj(r)} {38) 
t=l i=l s=l k=l 

Now we calculate an each term separately 

(39) 

t-1 n n 

CJ)it{h(r)} = L Laijhj(r)- Lbijhj(t) (40) 
r=l j=l j=l 

iJ!k8 {hj(r)} = hk(s). (41) 

Therefore from (37) and (38) we obtain 

(42) 
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It is true for every real numbers hi ( r) . Therefore all coefficients here are equal 
to zero. Let at the beginning r = 1, ... , N- 1 . Then 

m N m m 

L Ciaij + L L aitaij L airbij + f3ir 0; j = 1, ... , n; r = 1, ... , N -1 
i=l t=r+l i=l i=l 

At last for r = N we have 

m m 
~ ~ 'N 'N L., ciaij - L a• bij + (33 = 0; j = 1, ... , n 
i=l i=l 

Besides this we have 

n 

Xi(t) = Xi(t-1) + l.:aijU(t); i = l, ... ,m t = l, ... ,N 
j=l 

xi(O) = x? ; i = 1, ... , m 
n 

:~:::>ijUj(t) :$ Xi(t-1); i = l, ... ,m t = l, ... ,N 
i=l 

ui(t):?: 0; j = l, ... ,n; t = l, ... ,N 

(43) 

(44) 

There are 2(m+n)N unknowns and 2(m+n)N equations here. Now we write 
all correlations once again 

a it ;?: 0; i = 1, ... , m ; t = 1, ... , N 

f3ks ;?: 0; k = 1, ... , n; s = 1, ... , N 
n 

(45) 

(46) 

Xi(t-1)- LbijUj{t):?: 0; i=l, ... ,; t=l, ... ,N (47) 
j=l 

u k ( s) :?: 0 ; k = 1, ... , n s = 1, ... , N ( 48) 

ait ( Xi(t-1)- tbijUj(t)) = 0; i = 1, .. . ,m; i = l, ... ,N (49) 
J=l 

(3k 8 uk(s)=O; k=l, ... ,n; s=l, ... ,N (50) 
n 

Xi(t) = Xi(t -1) + l.:aijUj(t); i = l, ... ,m; t = 1, ... ,N (51) 
j=l 

xi(O) = x?; i = 1, ... , m 
m N m m 

L Ciaij + L L aitaij- L airbij + f3jr = 0; 
i=l t=r+li=l i=l 
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j = 1, ... , n; r = 1, ... , N - 1 
m m 

"" "" iN .N · L..J Ciaij - L..J o: bii + {3 3 = 0 ; J = 1, ... , n ; r = N 
i=l i=l 

(52) 

(53) 

Now we shall transform this system to the form that can be obtained from 
the Boltyanskii's optimality principle. We put 

Then 

Ai(t)=-ait; i=1, ... ,m; t=1, ... ,N 
•t J.Lj(t) = -(31 ; j = 1, ... , n; t = 1, ... , N 

(54) 

(55) 

Ai(t) ~ 0; i = 1, ... ,m; t = 1, ... ,N {56) 

J.Lj(t) ~ 0; i = 1, ... ,n; t = 1, ... ,N {57) 

Ai(t)(tbiiui(t)- Xi(t-1)) = 0; i=1, ... ,m; t=1, ... ,N {58) 
J=l 

J.Lj(t) (- Uj(t)) = 0; j = 1, ... ,n; t = 1, ... ,N {59) 

Equalities {52) and {53) are rewritten in the form 

j = 1, .. . ,n; (61) 
i=l 

We put now 

N 

~i(r)=c;+ L ait; i=1, ... ,m; r=1, ... ,N-1 (62) 
t=r+l 

'lfi(N) = 0; i = 1, ... ,m; r = N (63) 

Then taking into account (55) and (62) and also (60) and (61) we can write 

m 

L(aij~i(r) + bijAi(r)) = J.Lj(r); j = 1, .. . ,n; r = 1, .. . ,N (64) 
i=l 
m 

L(aijCi + bijAi(N)) = P.i(N); j = 1, ... , n; r = N (65) 
i=l 

186 



Taking (54) into account we can rewrite (62) in the form 

N 

wi(r)=ci- L Ai(t); i=1, ... ,m r=1, ... ,N-1 (66) 
t=T+l 

or in the vector form 

N 

w(r)=c- L >.(t); r=1, ... ,N-1 w(N)=O (67) 
t=T+l 

In particularly for r = N- 1 we obtain from (67) that 

w(N- 1) = c- >.(N) 

Further for 1 :::; r :::; N - 2 from ( 67) we have 

(68) 

N 

W(r+1)=c- L >.(t) (69) 
t=T+2 

Therefore from (67) and (69) we have 

-w(r) + w(r + 1) = >.(r + 1) (70) 

So 

-W(r)+W(r+1)->.(r+1)=0; r=l, ... ,N-2 (71) 
c- w(N- 1)- .\(N) = 0 (72) 

w(N) = o (73) 

Thus we obtain all the correlations that gives Boltyanskii's optimality principle. 
Now we shall write all these condition in one place. Thus we proved the following 
theorem; 

For optimality of the process ( u( · ), x( ·)) it is necessary and sufficient the 
existence of vectors 

w(t) = {'li 1(t), ... ,Wm(t); t = 1 = l, ... ,N 

.\(t) = {).l(t), ... ,>.m(t)}; t = 1, ... ,N 

Jt(t) = {Jtt(t), .. . ,Jtn(t)}; t = 1, .. . ,N 

such, that the following conditions are satisfied: 

(74) 

(75) 

(76) 

(A) - w(t) + w(t + 1)- >.(t + 1) = o; t = 1, ... , N- 2 (77) 

c- w(N- 1)- >.(N) = 0; (78) 

w(N) = o (79) 

(B) A*w(t) + B* >.(t) = Jt(t) (80) 

A*c + B* >.(N) = Jt(N) (81) 
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(Here A* and B* are matrices adjoint to A and B respectively.) 

(C) Ai(t):$0; JLi(t):$0; i=1, ... ,m; j=1, ... ,n; t=1, ... ,N(82) 

Ai(t)(tbijuj(t)-xi(t-1)) =0; i=1, ... ,m; t=1, ... ,N(83) 
J=l 

JLj(t)(-uj(t)) = 0; j = 1, .. . ,n; t = 1, .. . ,N (84) 

Taking into account (80) and (81) we can write 

m 

2)aijtii(t) + bijAi(t)) ( -uj(t)) = 0; j = 1, ... , n; t = 1, ... , N- 1 (84) 
i=l 
m 

2)aijCi + bijAi(N)) ( -uj(N)) = 0; j = 1, ... , n (86) 
i=l 

From (80), (81) and (82) we obtain 

m 

~:)ai{Wi(t)+bii,\i(t)):$0; j=1, ... ,n; t=1, ... ,N (87) 
i=l 
m 

L(aijCi + bijAi(N)) :$ 0; j = 1, ... ,n (88) 
i=l 

Consider now the case, when for control we have some independent inequalities 

Ut(t) + ... + UkJt) ~ Xt(t- 1) 

Uk1 +1(t) + ... + Uk2 (t) ~ X2(t- 1) 

In this case matrix B = ( bij) has a form 

1 .. ·10···0· .. ···0···0 
0···01 ... 1 ...... o ... o 

B= o ... oo ... o ...... 1···1 -......,._.... 
kl 
~ 

k2 
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(90) 

(91) 

(92) 



1··-.-----.-.-.. ·.·--- - '·-

Then the equalities (85) and (86) take the form 

(a11 'P1(t) +···+ami 'Pm(t) + .\1(t))( -u1(t) 
=0 ........................................... .......__ 

........................................... .......__ .... 
(alk1 'P1 (t) + · · · + amk1 'Pm(t) + At(t))( -uk1 t)) = 0 

(al,km W1 (t) + · · · + am,km Wm(t) + Am(t))(- ~m (t)) = 0 

for t = 1, ... , N - 1 and for t = N we have 

(a11 c1 + · · · + amiCm + At(N))( -ut(N)) ~ 0 

. . .. . .. . . . . .. . .. . . . . .. . . . . .. . .. . .. . .. . .. . "" 

......................................... " 

............................................ 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ... ' 

(al,km Ct + · · · + am,km Cm + Am(N))( -Uk,.. (1\T)) = 0 

Besides this, we can write (87) and (88) in the forl:Q. 

a 11 'P1(t) + · · · + aml 'Pm(t) + At(t) 5; 0 
....................................... 
. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. .. 

....................................... 

. . .. . .. . .. . .. . .. . . . . .. . .. . .. . .. . .. . .. .. 

. . .. . .. . .. . . . . .. . .. . . . . .. . .. . .. . .. . . .. 
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(93) 

(94) 

(96) 

(97) 

(98) 

(100) 

(101) 

(102) 

(104) 



for t = 1, · · ·, N - 1 and for t = N we have 

al,k,..Cl + · · · + am,kmCm + Am(N) ~ 0 

Further, the equalities (83) have a form 

Here 

(105) 

(106) 

(108) 

(109) 

(111) 

Since matrix A and B have positive elements, then from (51) it follows that 

Xi(t) > 0; i = l, ... ,m; t = l, ... ,N 

Furter, from (105), (106) we obtain that 

Analogously, 
>.i(N) < 0; i = 1, .. . ,n 

Then from (119)-(110) we obtain 

u1(N)+ · · ·+ uk1 (N) = x1(N -1) 

Uk,.._ 1H(N) + · · · + Uk.,. (N) = Xm(N- 1) 
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From (115) and (112) we have, that at least one of Ut(N), ... ,uk1 (N) is not 
equal to zero. Analogously, one of ukm- 1+t(N), ... ,ukm(N) is not equal to zero. 
Therefore one of the parenthesis(97)-(98) is equal to zero. In order to find the 
index J 1 (N) E [1, k1], for which corresponding parenthesis is equal to zero, we 
must calculate 

It may be that such index J 1 (N) is not unique. Then we can take one of them. 
Now we can find .X1(N) from the equality 

(118) 

Analogously, index J2(N) E [kt + 1, k2] we find from the correlation 

and for .X2(N) we have 

(120) 

Further we find h(N), ... , Jm(N) and .X3(N), ... , .Xm(N).Thus, we found vector 
.X(N). Then from (78) we find 

ii!(N- 1) = c- .X(N) (121) 

Record correlations (93)-(96) fort= N- 1. Then we obtain 

(an ii!t(N- 1) + · · · + aml ii!m(N- 1) + At(N- 1))( -u1(N- 1)) = 0 (122) 

(al,km-t+l 'Ilt(N -1)+ · · · 

+am,km-l+l ii!m(N -1)+.Xt(N -1))( -Ukm-l+t(N -1)) = 0 (124) 

(al,km ii!1(N -1) + · · • + am,km ii!m(N -1) + At(N -1))( -Ukm (N -1)) = 0 (125) 
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As above we find indices Jt(N- 1), ... , Jm(N- 1) from the correlations 

(126) 

We obtain .A1 ( n- 1) from the equality 

alJ<N-1) ~1(N- 1) + · · · + amJ1 (N-1) ~m(N- 1) + A(N- 1) = 0 (127) 

Analogously, we find Jz(N -1), ... ,Jm(N -1) and Az(N -1), ... ,Am(N -1). 
Thus we found the vector .A(N- 1). Then from (77) fort= N- 2 we find that 

~(N- 2) = ~(N -1)- .A(N- 1) (128) 

Further, record correlations (93)-(96) for t = N- 2 and so on. By the same 
method we find J1(k), ... ,Jm(k), .Al(k), ... ,Am(k), ~t(k), ... ,~m(k) for every 
k E [0, N]. From (77) we have 

~(t) = ~(t + 1)- .A(t + 1) 

From this 
~(t) 2: ~(t + 1) 

Since ~(N- 1) = c- .A(N) 2: c > 0, then 

~(t) 2: c > 0 

Therefore from (101)-(102) we have 

At(t),O; t=1, ... ,N 

Analogously, 
Ai(t) < 0; i = 1, ... ,m; t = 1, . .. ,N 

Then from (109)-(110) we have 

(129) 

(130) 

(131) 

(132) 

(133) 

{134) 

(135) 

We see from this that one of u 1 (t), ... , Uk1 (t) is not equal to zero. Analogously, 
one of Uk.,._ 1 +1 ( t), .. . , Uk,. ( t) is not equal to zero. 
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Now we shall find the optimal control and the corresponding trajectory. Find 
at first u{l). Substitute t = 1 in (93)-(94) and put 

UJ1(t)(l) = Xt(l- 1) = Xt(O) = X~j 

UJ2 (t)(l) = x2(l- 1) = x2(0) = xg; 

UJm(l)(l) = Xm(l- 1) = Xm(O) = x?n; 

Uj(l)=O; j:fJt(l), ... ,Jm(l) 

(136) 

Then (109)-(110) are satisfied. Further, (93)-(96) are satisfied also. Validity of 
the inequalities (101 )-(104) follows from the choi<;~ ofthe indices J1 (1 ), ... ,Jm(l) 
and numbers At(l), ... , Am(l). Further, we put , 

x(l) = x(O) + Au(l) (137) 

where x(O) = x0 and u(l) was found. Further, we put 

UJ1 (2)(2) = Xt(l)j · · ·j UJm(2)(2) = Xm(l); Uj(2) = Oj j :f Jt(2), · · ·, Jm(2) 
(138) 

It is easy to see that also in this case the correlations (93)-(96) are satisfied for 
t = 2. Then we find 

x(2) = x(l) + Au(2) (139) 

Analogously, we find 
u(l), ... ,u(N) (140) 

and 
x(O),x(l), ... ,x(N) (141) 

So, we found the control (140) and the trajectory (141). We also found ~(t) 
and A( t). Functions u( t), x( t), ~( t), A( t) satisfy the correlations (93)-(111) and 
(82), (84), (77)-(79), (51). Therefore u(t) is an optimal control and x(t) is an 
optimal trajectory. 

Now we can describe the problem and the algorithm of search of optimal 
process. 

Consider the problem 

n 

Xi(t)=xi(t-l)+LaijUj(t); i=l, ... ,m; t=l, ... ,N (142) 
j=l 

Xi(O) = x?; i = 1 ... , m (143) 
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Uj(t) ~ 0; j = 1, ... ,n; t = 1, . .. ,N 

Ut(t) + · · · + Uk1 (t) $ Xt(t- 1) 

Uk1 H(t) + • · · + Uk2 (t) $ X2(t -1) 

m 

max L CiXi(N) 
i=l 

We suppose, that 

aij ~ 0; i = 1, ... ,m; j = 1, ... ,n 

(144) 

(145) 

(146) 

(147) 

(148) 

(150) 

Now we describe an algorithm. Index J1(N) and number A1 (N) are defined by 
the equalities 

Analogously, for p = 2, ... , m we have 

So, we find J1(N), .. . , Jm(N) At(N), ... , Am(N). Further 

'I!(N- 1) = c- A(N) (153) 

Here c = (ct, ... , em), A(N) = (At(N), ... , Am(N)) Now we obtain the numbers 
Jp(N- 1), Ap(N- 1) from the equalities 

max (alJ'I!t(N- 1) + ... + amj'Itm(N -1)) 
kp-1+1~j~kp 

= alJp(N-1) 'I!t(N- 1) + ... + amJp(N-1) flm(N- 1) = -Ap(N- 1) (154) 

(ko = 0), p = 1, ... ,m (km = n) 

Then we find 'I!(N - 2) 

f!(N- 2) = f!(N- 1)- A(N- 1) (155) 

and so on. ('I!(t) = f!(t + 1)- A(t + 1)). By this method we find 

J(t),A(t), t=1, ... ,N; f!(t), t=1, ... ,N-1 (156) 
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Now we find optimal control and trajectory 

u(1): UJ1 (t)(1) = x~; UJ2 (t)(1) = xg; ... 

UJm(l)(1) = x?n; Uj(1) = 0; j = J1 (1), ... ,Jm(1); (157) 

x(1) = x(O) + Au(1) (158) 

u(2): UJ1 ( 2)(2) = Xt(1); UJ2 ( 2)(2) = X2(1); ... 

UJ,.(2)(2) = Xm(1); Uj(2) = 0; j = Jt(2), ... , Jm(2); (159) 

x(2) = x(1) + Au(2) (160) 

By the same method we find 

Now consider an example 

u(1), ... ,u(N) 

x(O),x(1), ... ,x(N) 

Xt(t) = Xt(t- 1) + u1(t) + 2u2(t) + 3u3(t) + 4u4(t) 
x2(t) = x2(t- 1) + 4ut(t) + 3u2(t) + 2u3(t) + u4(t) 

Xt(O) = 1, x2(0) = 1; N = 2; 

Ut(t) + U2(t) ~ Xt(t- 1); 

u3(t) + u4(t) ~ x2(t- 1); 

max { Xt (2) + x2(2)}; Ct = c2 = 1 

max ( 1 + 4, 2 + 3) = 5 = - >.1 ( 2); lt ( 2) = 1; 

(161) 

(162) 

Here there are two opportunities for the choice of index J1 ( 2) = 1 or lt ( 2) = 
2. We prefer here the first opportunity. However, we could choose the other 
opportunity. So, 

At(2) = -5; Jt(2) = 1; max(3 + 2, 4 + 1) = 5 = ->.2 (2); J 2 (2) = 3; 

Here also there are two opportunities for choice and we prefer the first of them. 
So, 

>.2(2) = -5; J2(2) = 3; w(1) = c->.(2) = (ct-.Xt(2), c2-..\2(2)) = (1+5, 1+5) = ( 
Thus, we have 

Jt(1) = 1; J2(1) = 3; >-t(1) = -30; >.2(1) = -30; 

Jt(2) = 1; J2(2) = 3; >-t(2) = -5; >.2(2) = -5; 

'llft(1) = 6; '1!12(1) = 6. 

Ut(1) = x~ = 1; u3(1) = xg = 1; u2(1) = u4(1) = 0 

Xt(1) = 1 + 1 + 3 = 5; x2(1) = 1 + 4 + 2 = 7; 

Ut(2) = Xt(1) = 5; u3(2) = x2(1) = 7; u2(2) = u4(2) = 0. 

Xt(2) = 5 + 5 + 21 = 31 x2(2) = 7 + 20 + 14 = 41 

x(O) = (1, 1 ); u(1) = (1, 0, 1, 0); x(1) = (5, 7); 

u(2) = (5, 0, 7, 0); x(2) = (31, 41); max = Xt(2) + x2(2) = 31 + 41 = 72; 
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Now we make an another choice on the first stage: J 1 (2) = 2. So, 

Jt(2) = 2; J2(2) = 3; .-\1(2) = -5; .-\2(2) = -5; 

'li(1) = (6,6); Jt(1) = 1; J2(1) = 3; .Xt(1) = .-\2(1) = -30; 

Ut(1) = u3(1) = 1; u2(1) = u4(1) = 0; Xt(1) = 5; x2(1) = 7; 

u2(2) = 5; u3(2) = 7; Xt(2) = 5 + 10 + 21 = 36; x2(2) = 7 + 15 + 14 = 36; 

max= Xt(2) + x2(2) = 36 + 36 = 72. 

We obtained the same result as in the first case. Suppose now, that the second 
choice is other 

Jt(1) = 2; J2(1) = 3; u2(1) = 1; u3(l) = 1; Ut(1) = u4(1) = 0; 

Xt(1) = 1 + 2 + 3 = 6; x2(1) = 1 + 3 + 2 = 6; J1(2) = 1; J2(2) = 3; 

Ut(2) = 6; UJ(2) = 6; U2(2) = U4(2) = 0; Xt(2) = 6 + 6 + 18 = 30; 

x2(2) = 6 + 24 + 12 = 42; max= Xt(2) + x2(2) = 72 

And again we obtained the same result. 
Consider now the case of N = 3 (three stages). 

max(1 + 4, 2 + 3) = 5 = -.-\1 (3); Jt(3) = 1; J2(3) = 1; At(3) = -5; 

max(2 + 3, 4 + 1) = 5 = -.-\2(3); J2(3) = 3; J2(3) = 3; .-\2(3) = -5; 

'li(2) = c- .-\(3) = (ct- At(3), c2- .-\2(3)) = (6, 6); 

Jt(2) = 1; J2(2) = 3; .Xt(2) = .-\2(2) = -30; 

'li(1) = 'li(2)- .-\(2) = (6- .-\1(2), 6- .-\2(2)) = (36, 36); 

Jt(l) = 1; J2(1) = 3; .-\1 (1) = .-\2(1) = -180. 

u1 (1) = 1; u3(1) = 1; u3(1) = 1; u2(1) = u4(1) = 0; 

x1 (1) = 1 + 1 + 3 = 5; x2(1) = 1 + 4 + 2 = 7; 

Ut(2) = 5; u3(2) = 7; u2(2) = u4(2) = 0; 

x1(2) = 5 + 5 + 21 = 31; x2(2) = 7 + 20 + 14 = 41; 

Ut(3) = 31; UJ(3) = 41; u2(3) = u4(3) = 0; 

x1(3) = 31 + 31 + 123 = 185; x2(3) = 41 + 124 + 82 = 247; 

max= Xt(3) + x2(3) = 432 

Now consider the other opportunity when 

Jl(3) = 2; J2(3) = 3; U2(3) = 31; Ut(3) = U4(3) = 0; 

x1 (3) = 31 + 62 + 123 = 216; x2(3) = 41 + 93 + 82 = 216; 

max= Xt(3) + x2(3) = 432. 
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Consider now the other opportunity 

1t(1) = 2; Jz(1) = 3; uz(1) = 1; u3(1) = 1; Ut(1) = u4(1) = 0; 

Xt(1) = 1 + 2 + 3 = 6; x2 (1) = 1 + 2 + 3 = 6; xz(1) = 1 + 3 + 2 = 6; 

Ut(2) = 6; u3(2) = 6; uz(2) = u4(2) = 0; 

Xt(2) = 6 + 6 + 18 = 30; x2(2) = 6 + 24 + 12 = 42; 

Ut(3) = 30; u3(3) = 42; u2(J) = u4(3) = 0; 

Xt(3) = 30 + 30 + 126 = 186; x2(3) = 42 + 120 + 84 = 246; 

max= Xt(3) + x2(3) = 432. 

Thus, we obtained the same result. 
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BEHAVIOUR OF ITERATION PROCESSES 

NEAR THE BOUNDARY OF STABILITY DOMAIN 

with applications to the Socio-Spatial Relative Dynamics 

M. Sonis 

Bar-llan University 
Ramat Gan, 52900 Israel 

Abstract 

The objective of this research is the elaboration of an algorithm for the 
complete description of the qualitative properties of the discrete iteration pro
cesses. The field of iteration processes is mature enough for the construction of 
Calculus of Iteration Processes: the fragments of such a calculus are currently 
appearing in numerous studies. The first basic element of a calculus is the trans
formation of classical Routhian formalism, which gives a complete description 
of the behaviour of the iteration processes near the boundaries of the Stability 
Domains of equilibria. The use of Routhian formalism leads to the superposition 
of the space of eigenvalues and the phase space. 

The study of behaviour of the iteration processes near the boundaries of 
Stability Domains can be achieved by the travels of equilibria in the phase 
space. Crossing the boundaries of the Stability Domain reveals the plethora 
of possible ways from stability, periodicity, Arnold mode-locking tongues and 
quasi-periodicity to chaos. The numerical procedure of the description of such 
phenomena includes spatial bifurcation diagrams in which the bifurcation pa
rameter is the equilibrium itself. The second basic element of the Calculus of 
Iteration Processes is the universality property of the iteration processes. The 
content of such universality lies in the fact that for each iteration process with 
a big enough number of external parameters it is possible to construct the only 
one realization of this iteration process with a preset combination of qualitative 
properties of equilibria. The essential part of the proposed research is connected 
to the application of the Calculus of Iteration Processes to the newly developed 
class of the discrete relative m-population/n-location Socio-Spatial dynamics. 
The computer realization of the proposed calculus of iterations is presented in 
detail with the application to the one-population/three location log-linear rela
tive dynamics. 

Introduction 

In recent decades a new paradigm of Deterministic Chaos for understanding 
complicated dynamic behaviour appeared in the form of the scientific approach 
and the methods to deal with manifestations of chaos and turbulence in different 
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sciences. At present the essence of scientific efforts has shifted to the further elab
oration of the conceptual framework, to the standardization of numerical methods 
and to the detailed description of the important new domains of application. 

The main objective of this research is twofold: to elaborate the standardiza
tion of the analysis of behaviour of autonomous finite-dimensional discrete itera
tion processes in the form of the elements of Calculus of Iteration Processes 
and to apply this calculus to the study of a new branch of Chaos studies: the 
Discrete Relative m-population/n-location Socio-Spatial Dynamics elaborated by 
D.S. Dendrinos and M. Sonis starting in 1983 (see the book: D.S. Dendrinos, 
M. Sonis, Chaos and Socio-Spatial Dynamics, Springer Verlag Series of Ap
plied Mathematic, Vol. 86, 1990). 

Thus, this research presents an attempt to use the computer as a theoretical 
tool. 

1. Elements of the Calculus of Autonomous Iteration Processes 

Let us start from the explicit form of the n-dimensional discrete time iter
ation processes (other explicit and implicit forms of the iteration processes can 
also be considered): 

xi(t+1)=Fi(A;x(t)), i=1,2, ... ,n, t=0,1,2 ... (1.1) 

where the vectors 
x(t) = (xt(t),x2(t), ... ,xn(t)) 

represent the states of the iteration process in the time points t = 0, 1, 2, ... , A 
is the set of external constants (external bifurcation parameters), and the func
tions Fi( A; y) i = 1, 2, ... , n, are the differentiable functions of all their compo
nents y = (Yb Y2, · · ·, Yn)· 

The elements of the calculus of iteration processes include, first of all, the 
description of possible equilibria x* = (xi, x2, . .. , x~) of the iteration process 
(1.1) given by the system of equations 

i=1,2, ... ,n. (1.2) 

The algebraic equations (1.2) in many cases allow the representation of the 
part At of the external bifurcation parameters from the set A with the help of 
the components of the equilibrium x* = (xi, x2, . .. , x~) and the remaining part 
A2 = A \A1 . As a result, if the parameters from A 2 are stable, then the coordi
nates of the equilibrium play the role of true internal bifurcation parameters. 

As will be explained further, the remaining part of parameters A2 =A \A1 

is used for the description of the boundaries of the domain of stability of equilibria 
within the phase space. Thus, the change of the coordinates of fixed points and 
the stability of the parameters from A 2 generate the movement of the equilibrium 
in the phase space and the immovability of the boundaries of the stability domain. 
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The movement of equilibrium points can be placed on the segments of straight 
lines. This allows the complete computerized description of the appearance of 
different bifurcation phenomena in the phase space. 

The first basic element of the Calculus of Iterations includes the 
travels of equilibria in the phase space which reveal the qualitative features of 
the behaviour of the trajectories of the iteration process near the boundaries of 
the domain of stability of equilibria. 

The standard computational procedure can be applied, including the numer
ical realization of the following analytical constructions: 

1. The matrix of the linear approximation of the iteration process - the Jacobi 
matrix-

(1.3) 

where 

OXi(t + 1) 
Sij(t+1,t)= Oxj(t) , i,j=1,2, ... ,n. (1.4) 

2. The value of the Jacobi matrix J* = llsiill at the equilibrium x* 
(xi,x2, ... ,x~). 

3. The characteristic polynomial of the Jacobi matrix J*: 

As well known, the construction of the analytical forms of the coefficients 
of the characteristic polynomial P(J.L) can be done with the help of the principal 
minors of the Jacobi matrix . Thus, the following analytical objects should be 
computed: 

4. Principal minors of the Jacobi matrix J*. 
By the well-known von Neumann theorem the equilibrium x* is asymptoti

cally stable iff for all its eigenvalues J.L the following condition holds: 

IJ.LI < 1 . (1.5) 

Consider the space of all coefficients of the characteristic polynomials of the 
order n - the space of eigenvalues. Condition (1.5) defines in this space the 
geometrical domain of asymptotic stability. The analytical description of this 
stability domain can be constructed with the help of the classic Routh-Gurvitz
Samuelson procedure in the form of non-linear inequalities. 

This procedure can be described as follows: (see: Samuelson, 1983, pp. 435-
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437). First of all, construct the parameters 

n 

bo = Lai; 
i=O 

n 

b1 = L ai(n- 2i), where a0 = 1; 
i=O 

Further, construct the matrix 

bt b3 bs 
bo bz b4 
0 bl b3 
0 bo b2 

and its principal minors Llt, Llz, ... , .6-n. 
The conditions of asymptotic stability are: 

bo > 0; Llr > 0, r = 1,2, . .. ,n. 

Remark The reader may verify that for n = 2 

i?_k;k?_O 
i < k 
k<O 

(1.6) 

(1. 7) 

(1.8) 

and the stability domain in the space of eigenvalues is defined by the linear 
inequalities: 

For n = 3 
bo = 1 + a1 + az + a3 ; 

bt = 3 + a1 - a2- 3a3; 

b2 = 3 - a1 - a2 + 3a3 ; 

b3 = 1 - a1 + a2 - a3 ; 
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and the stability domain is defined by the linear and quadratic inequalities: 

1 + a1 + a2 + aa > 0 ; 

3 + a1 - a2 - 3aa > 0 ; 

1 - a1 + a2 - aa > 0 ; 

1 - a2 + a1 aa - a; > 0 . 

(1.12) 

5. The boundaries of the stability domain in the space of eigenvalues are de
termined with the help of the Routhian procedure described above by the 
non-linear equalities: 

bo = 0; ~r = 0, r = 1.2, ... , n . (1.13) 

Next, because the components of the Jacobi matrix J* are the functions of 
the coordinates of the equilibrium x* = (xi, x2, . .. , x~), it is possible to con
struct: 

6. Analytical and geometric images of the boundaries of the domain of stability 
in the phase space. 
It is important to underline that because the parameters from At can be 

analytically presented with the help of the coordinates of the fixed points, then 
the boundaries of the domain of stability in the phase space depend only on the 
parameters from A2. 

7. Travels of equilibria in the phase space. 
The superposition of the space of eigenvalues and the phase space together 

with the immovability of the boundaries of the domain of stability in the phase 
space represent the possibility of describing all admissible qualitative features of 
the behaviour of the iteration process near the boundaries of the stability domain. 
The travels of the equilibrium in the phase space on the segments of straight 
lines and crossing the boundaries of the stability domain reveal the plethora of 
possible ways from stability, periodicity, Arnold horns and quasi-periodicity to 
chaos. The numerical procedure of the description of such phenomena includes 
the construction of 

8. Spatial bifurcation diagrams in which the bifurcation parameter is the equi
librium itself. 
The organization of the travels of equilibria in the phase space on the seg

ments of straight lines can be done in the following way: it is possible to param
eterize the segment of the straight line between the equilibria x and y as 

(1.14) 

where j is a bifurcation parameter and T is a number of bifurcation steps. The 
usual bifurcation diagram can be obtained from {1.14) by fixing some coordinate 
of the vectors x(j). 
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The second element of the Calculus is the universality properties of the 
iteration processes. In this paper we present only a specific type of universality; 
the content of such universality lies in the fact that for each iteration process 
with a big enough number of external bifurcation parameters it is possible to 
construct the realization of this iteration process with a preset combination of 
qualitative properties of equilibria. 

Remark. It is important to note that there are different ways of describing 
the universality properties of iteration processes which justify the elaboration of 
the Calculus of Iteration Processes. One such universality property is presented 
in the Entropy Principle ofExtremality (Gontar, 1981; Dendrinos and Sonis, 
1986; Sonis and Gontar, 1992): 

Consider a functional 
n 

E =- LPiCt + 1) lnpj(t + 1)+ 
j=O 

n 

+ LPi(t + 1)Fj (A; x(O), x(1),x(2), ... , x(t)), 
j=O 

where the probabilistic vector 

p(t + 1) = (Po(t + 1),Pt(i + 1),P2(t + 1), .. . ,pn(t + 1)) 

has the components 
n 

Po(t + 1) = 1/[1 + L exp X 8 (t + 1)]; 
s=l 

n 

Pi(t + 1) = exp Xj(t + 1)/[1 + L exp X8 (t + 1)] 
s=l 

= expxj(t + 1)Po(t + 1); 

0<Po(t+1), Pi(t+1)<1, 
n 

j = 1,2, ... ,n; 

j=1,2, ... ,n; 

Po(t + 1) + LPi(t + 1) = 1 . 
j=l 

Then the system 

[}E = 0' 
8xr(t + 1) 

r=1,2, ... ,n 

(1.15) 

(1.16) 

(1.17) 

(1.18) 

is equivalent to the system of difference equations (1.1) defining the iteration 
process and the maximum of the functional (1.15) equals 

Emax = -lnPo(t + 1). (1.19) 

This entropy principle presents the unification of two different branches of 
non-linear discrete dynamics: relative discrete Socio- Spatial dynamics and Iter
ative Physico-Chemical Reaction processes (Sonis and Gontar, 1992). 
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2. Calculus of Two-dimensional Iteration Processes 

In this part we present a brief realization of the Calculus of Iterations for 
two-dimensional iterations of the type (see, for example, Lauwerier, 1986): 

x(t + 1) = G(x(t), y(t)) 

y(t + 1) = H(x(t), y(t)) 
(2.1) 

2.1 Stability. The standard linear stability analysis of the general two
dimensional discrete map (2.1) is based on the consideration ofthe general Jacobi 
matrix 

[ 

aa 
J c t + 1, t) = :II 

ax 

and its value J* on the fixed point x*, y" 

[ 

aa· 
J*- ax• 

- aH* 
ax• 

where G* = G( x", y"), H" = H ( x", y"). 

aa l ay 
aH 
8y 

(2.2) 

(2.3) 

The eigenvalues of the Jacobi matrix J* are the solutions of the quadratic 
equation 

Jl2 
- TrJ* Jl + ~" = 0 , (2.4) 

where 
Tr J* = og" oH" 

ox*+ oy* ' (2.5) 

~· = det J*. 

The eigenvalues /ll, J12 of the Jacobi matrix J* are 

Jlt;2 = TrJ* ± yl(TrJ*)2- 4~* (2.6) 

where the Vieta conditions hold: 

Jlt + J12 = Tr J*; JL1Jl2 = ~ *. (2.7) 

Next we will summarize the qualitative properties of the behaviour of dis
crete maps which are the result of the standard linear stability analysis (see, for 
example, Hsu, 1977; Thompson and Stewart, 1986, pp. 150-161; Sonis, 1990). 

It is possible to consider the eigenvalues as points in the complex plane. 
Then the conditions of stability (1.5) mean that the eigenvalues lie within the 
unit circle which presents the stability boundary on the complex plane. If the 
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eigenvalues are both inside the unit circle the dynamics is asymptotically stable; 
the convergence towards the fixed point is nodal or alternate nodal in the case of 
real eigenvalues, and spiral or oscillatory focal in the case of conjugate eigenvalues. 
On the unit circle the situation is as follows: if l~t1 1 < 1 and 11-2 = 1, then the 
dynamics shows the incipient divergence; if /tl = -1 and IJ12I < 1, then the 
dynamics shows incipient flip. If at least one of the eigenvalues is outside the 
circle, the dynamics is unstable. 

The various routes crossing the stability boundary correspond to three qual
itatively different phenomena of behaviour of the orbits: divergence, flip and 
flutter. 
If both eigenvalues are real, the following bifurcation events occur: 

if the smaller eigenvalue /tl is positive and the bigger, 11-2, crosses the unit 
circle at point 1, then the dynamics show the transfer from monotonic conver
gence to the attracting node to direct saddle monotonic divergence, through 
the incipient divergence phenomenon; 

if both eigenvalues are bigger than 1, we have a repelling node; 
if the smaller eigenvalue lies in the interval -1 < /tl < 0, then the convergence 

and divergence are oscillatory; 
if the smaller eigenvalue /tl crosses the unit circle at point -1 and the bigger 

eigenvalue stays within the unit circle, then the dynamics show the transfer 
from alternate convergence to the attracting node to oscillatory flip dynamics 
with increasing amplitudes through the incipient neutral flip. 
In the case of complex conjugate eigenvalues the behaviour of discrete is 

much more complicated: 
in the case of the positive real part of the eigenvalues, the dynamics show spiral 

convergence to the attracting focus if the eigenvalues lie within the unit circle, 
or spiral divergence from the repelling focus if the eigenvalues lie outside the 
unit circle. 

if the real part of the eigenvalues is negative, the dynamics spiral and oscillate 
at the same time - the flutter phenomenon - going from convergence to 
flutter divergence through neutral oscillations of constant amplitude when 
the conjugate eigenvalues cross the unit circle. 

2.2 The space of eigenvalues. A better understanding can be achieved by 
considering the construction of the two-dimensional space of the eigenvalues of 
discrete dynamics. 

Figure 1 presents the complete description of the linear stability analysis for 
two-dimensional discrete dynamics (2.1) in terms of the invariants TrJ*, .6.* of 
the Jacobi matrix J*. This presentation extends and makes more precise the 
known features of the linear stability analysis. This close look is taken to set up 
the framework for obtaining a full view of the dynamic events and the various 
bifurcation they entail. 

Outcome of the general Routh-Hurvitz conditions: the polynomial x2 +a1x+ 
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Figure 1. Space of eigenvalues: domains of stability of eigenvalues properties. 

az has roots less than 1 in absolute value if and only if -1 ± a1 < a2 < 1 (see 
Samuelson, 1983, p. 436, or Dendrinos, Sonis, 1990, p. 79); thus, the conditions 
of stability of the fixed points imply that 

-1±TrJ* < Ll* < 1. (2.8) 

The two-dimensional plane with coordinate axes Tr J* and Ll * is the space 
of eigenvalues (see Figure 1). One can distinguish the following major categories 
of stability of qualitative properties of eigenvalues and their geometrical location 
(domains, intervals of straight lines, segments of parabolas and specific points) 
in the space of eigenvalues. 

The parabola Ll"' = l Tr J*2 divides the plane of eigenvalues into two major 
domains: the eigenvalues are real outside the parabola and are complex conjugate 
inside this parabola. On the parabola itself the eigenvalues are equal: /11 = pz = 
! TrJ*. 

In the plane of eigenvalues the domain of stability defined by conditions (2.8) 
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is the triangle ABC with the vertices: 

The sides of the triangle of stability are generated by the following straight lines: 
- the divergence boundary 

TrJ*=t:!..*+1; (2.9) 

- the flip boundary 
TrJ* = -(t:!..* + 1); (2.10) 

- the flutter boundary 
t:!..*=l. (2.11) 

The Vieta 
- on divergence 0; i.e., at one of 
eigenvalues is to 1. 

crossing this gives the approaching 
divergence starts from the points within the domain of stability; this 1s 

infinity-locking domain. 
- on the (JL1 + 1 )(JL2 + 1) = 0 ; at least one the eigenvalues 

to -1. 

resonance 

n = ~ represent 

q-5: 

(Arnold, For strong resonance 
the domain of stability (Kogan, 1991 ). 

we 

In conclusion, there are sixteen distinct domains of the stability of qualitative 
properties of the eigenvalues defining sixteen major structurally stable classes of 
dynamic behaviour of trajectories near fixed points. 
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Table 1. Resonances of two-dimensional iteration processes. 

Type of resonance 1\rguments of eigenvalues Values of 

periodicity q n =~ TrJ ·=2cos ~ 
q q 

3 
21t 

- 1 3 
4 

1t 
0 2 

5 
21t 

0.61803 5 
41t 

-1.61803 5 
6 

1t 
3 

7 
21t 

1.24698 7 
41t 

- 0.44504 7 
61t 

- 1.80194 7 
8 

1t 
1.41421 4 

9 
2Jt 

1.53209 9 
41t 

0.34730 9 
81t 

-1.87939 9 
10 

1t 
1.61803 5 

31t 
-0.61803 5 

11 
21t 

1.68251 TI 
41! 

0.83083 TI 
6Jt 

- 0.28463 TI 
81t 

- 1.30972 TI 
lOll 

- 1.91899 lT 
12 

7t 
1.73205 6 
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3. Discrete Relative One Population/n-Location Socio-Spatial Dynamics 

3.1 General properties. In this section the ideas of Calculus of iterations will 
be applied for the specific cases of a new general model of discrete relative one 
population/multiple location socio-spatial dynamics (see Dendrinos and Sonis, 
1990; the case of multiple population/multiple location discrete dynamics can be 
treated analogously). 

Let the vector 

x(t) = (x1(t),x2(t), ... ,xn(t)), t = 0,1,2, ... 

be the relative population size distribution at time t at location i in the environ
ment of n locations. Such a formulation could be specified for any socio-economic 
quantity, normalized over a :regional or national total. 

The one population/multiple location relative discrete sodo-spatial 
is then given by: 

Xi(t + 1) = /i(x(t)) / t/j(x(t)), i = 1,2, . .. ,n; t = 0, 1,2, ... ; (3.1) 
j=l 

fi(x(t))>O, i=1,2, ... ,n; 

0<xi(0)<1, i=1,2, ... ,n; I::xj(O)=l. 
j 

(3.2) 

The expression /i(x(t)) is the locational comparative advantages enjoyed by 
the population at ( i, t). Functions fi depend on the relative distribution of the 
population in all locations, on other environmental parameters. 

A specific log-linear formulation for the functions fi with the universality 
properties may be represented by the following: 

- oo < aii < oo ; 

11 X j( t)aij; 
i 

i= 1,2, ... ,n; 

(3.3) 

where A1 , A2 , ••• , An are the composite locational advantages of the locations 
1, 2, ... , n, and the matrix llaiill is the matrix of the composite elasticities of 
relative population growth. The universality of this dynamics means that under 
different parameter specifications this iteration process can reproduce each pre
set dynamic behaviour including stability, periodic motion, quasi-periodicity and 
various forms of chaotic movement. 

It is important to stress that the relative dynamics (3.1) can be generated 
by the following extreme principle ( cf. Gontar, 1981; Sonis and Gontar, 1992): 

209 



the relative Socio-Spatial dynamics proceed in such a way that in the transfer 
from time t to time t + 1 the entropy functional 

n 

E(t, t + 1) = L xi(t + 1)[lnxi(t + 1) -lnfi(x(t)- 1] (3.4) 
i=l 

reaches its minimum in the space of vectors x(t + 1) subject to the conservation 
condition: 

n 

:Lxi(t+1)=1. 
i=l 

This extreme principle defines a new law of collective non-local population 
redistribution behaviour which is a meso-level counterpart of the utility optimiza
tion individual behaviour!. 

For the realization of the scheme of Calculus of Iteration processes we will 
use the following form of one population/three locations log-linear map (see Den
drinos, Sonis, 1990, p. 85): 

where 

X1(t + 1) = 1/(1 + f2(t) + fa(t)]: 
x2(t + 1) = h(t)/[1 + h(t) + h(t)] ; 
X3(t + 1) = /J(t)/[1 + f2(t) + /J(t)] , 

3 

:Lxj{t)=1; t=0,1,2, ... ; 
i=l 

and the matrix of elasticities has a form 

-oo < aii < +oo , i = 2, 3 ; j = 1, 2, 3. 
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3.2 A Moebius plane as a phase space. Moebius plane is the two
dimensional space (plane) defined by three barycentric coordinates xi, x2, X3 , x1 + 
x2 + X3 = 1, of each point within it. The scale element of this plane is the Moe
bius equilateral triangle with the unit scale on its sides. This triangle is generated 
by three coordinate axes (Figure 2). It is possible to measure the barycentric co
ordinates of each point in Moebius plane by projecting it (parallel to the sides) 
onto the sides of the Moebius triangle. If the point P lies within the Moebius 
triangle, then its barycentric coordinates x1 , x2 • x 3 must be between 0 and 1: 

XI + X2 + X3 = 1 j (3.9) 

If the point Q lies outside the Moebius triangle, then one of the barycentric 
coordinates must be negative, and another greater than 1, but the condition 
x1 + x2 + X3 = 1 always holds. The vertices of the Moebius triangle are 

X: Xt = 1; X2 = 0; X3 = 0, 

y: X1 = 0 j x2 = 1; X3 = 0, (3.10) 

Z: X1 = 0 j X2 = 0 j X3 = 1. 

X 
2 

x, 

Figure 2. Barycentric coordinates in Moebius plane. 
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3.3 Straight lines in the Moebius space. The equation of the straight line 
in the Moebius plane has the form 

(3.11) 

The elementary analysis shows that if a ¥ b; a ¥ c; b ¥ c then the straight line 
(39) intersects the x1-axis in the point 

Pt:Xt=c/(c-a); x2=0; X3=aj(a-c); (3.12) 

the intersection with the x2-axis will be the point 

P2 : Xt = bj(b- a); x2 = aj(a- b); xa = 0; (3.13) 

the intersection with the xa-axis will be the point 

(3.14) 

Moreover, the point P1 lies on the x1-side ZX of the Moebius triangle if and only if 
sign a ¥ sign c; the point P2 lies on the x2-side XY of the Moebius triangle if and 
only if sign a ¥ sign b; and the point P3 lies on the x3-side YZ of the Moebius 
triangle if and only if sign b ¥ sign c. Thus, the straight line (3.11) intersects 
the Moebius triangle if and only if sign a ¥ sign b or sign a ¥ sign c, or sign b ¥ 
sign c. Furthermore, if sign a = sign b = sign c, then the Moebius triangle lies on 
one side of the straight line (3.11). For the one population/three location relative 
dynamics the Moebius triangle gives the natural way to present the trajectories 
of dynamics and their fixed points. Moreover, because of conditions (3.9) the 
trajectories of the relative dynamics occur within the Moebius triangle itself. 

3.4 Fixed points of one population/three location relative log-linear 
dynamics. Now we will concentrate on the graphical representation of the 
behaviour of the non-periodic fixed point xi, x2, xj of the dynamics (3.6)-(3.8) 
within the Moebius triangle under the arbitrary change in the composite compar
ative advantages A2 , A3 > 0 and the arbitrary change of the matrix of elasticities 

-oo < a;j < +oo , i = 2,3, j j = 1, 2,3 . 

It is possible to prove (see Sonis, 1990) that the coordinates xi, x2, xj of the 
fixed point satisfy the equations: 

(3.15) 
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Moreover, the system (3.15) is equivalent to 

where 

.6. -I a21 + 1 
12 - a31 + 1 

and 

a = .6.31 / .6.23 ; 

(3.16) 

a21 + 1 ~~. -1 a23 "-l.3l -
a33- 1 a31 + 1 

(3.17) 
(3.18) 

(3.19) 

Further, the following proposition holds, describing the conditions of existence 
and the number of solutions for system (3.16): 

Proposition. In the case .6.23 of 0 
1. If Sign .6.23 = Sign .6.31 = Sign .6.12 (i.e., a, b 2:: 0), then the first equation of 

(3.16) always has only one solution xi; this means that a unique non-periodic 
fixed point 

always exists. 
2. If Sign .6.23 f; Sign .6.31 or Sign .6.23 # Sign .6.u, then equations (3.16) have 

no more than two solutions; the unique solution appears only if 

It is easy to calculate the non-periodic fixed points from equations (3.6)
(3.8) with the help of the computation of the values of the left parts of the 
first from equations (3.16) in two points of the xi -axis. Refinement of the mesh 
size near a suspected fixed point by dividing it in two makes it possible to pin 
down the location of any fixed point. At the beginning let us consider all log
linear models (3.6)-(3.8) with the fixed matrix of elasticities and the changeable 
composite advantages A2 , A3. By choosing the appropriate parameters A2, A3 
from equations (3.15) one can put the non-periodic fixed point into an arbitrary 
place within the Moebius triangle. Thus equations (3.15) allow the conversion 
of the fixed points of the dynamics (3.6)-(3.8) into the true internal bifurcation 
parameters. 

Now consider the straight line 

(3.20) 
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which we will call the bifurcation line. The position of the bifurcation line 
depends only on the elasticities aii, and does not depend on the parameters 
A2, A3. If Sign A23 :f Sign A31 or Sign A23 :f Sign A12 or Sign A31 :f Sign A12 
then the bifurcation line intersects the Moebius triangle, and the choice of the 
fixed point from one side of the bifurcation line immediately implies the existence 
of another fixed point from the other side of the straight line; this fixed point 
corresponds to the same choice of elasticities and advantages parameters. These 
fixed points merge on the bifurcation line. 

If parameters A2, A3 are moving on a curve in the space of composite loca
tional advantages, then the corresponding non-periodic fixed points are moving 
on two different curves within the Moebius triangle; these two curves intersect 
only on the bifurcation line. In the same way, the choice of some domain in the 
space of composite locational advantages generates two domains of fixed points 
within the Moebius triangle such that their intersection includes some interval 
from the bifurcation line. 

If Sign A23 = Sign A31 = Sign A12 , then the Moebius triangle lies on one 
side of the bifurcation line, and for each choice of A2 , A3 there is only one fixed 
point. In this case the movement on the curve or in some domain in the space 
of composite locational advantages generates only one curve or one domain of 
non-periodic fixed points within the Moebius triangle. 

Thus, the change in elasticities will change only the position of the bifurcation 
curve, but the qualitative properties of the existence of non-periodic fixed points 
will be the same. 

4. The Elements of the Calculus of Iterations for 

One Population/Three Location Log-linear Relative Dynamics 

4.1 The Jacobi matrix. Consider the slope-response functions 

OXi(t + 1) 
Sij(t+1,t)= OXj(t) ' i,j=1,2,3, 

which are the entries of the Jacobi slope-matrix 

J(t + 1, t) = llsii(t + 1, t)ll. 

The direct calculation gives 

Stj(t + 1, t) = 

Xi(t+1) 
Sij(t + 1, t) = ( ) [aii- a2jx2(t + 1)- a3jX3(t + 1)] , i = 2, 3; j = 1, 2, 3. 

Xj t 
(4.1) 
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The conservation conditions 

3 

LxJ(t)=1; t=0,1,2, ... 
j=l 

imply that the determinant of the Jacobi matrix (Jacobian) is equal to zero: 

det J(t + 1, t) = 0 

At the fixed point xi, x2, xj the Jacobi slope-matrix J* = llsiJii has the entries 

j = 2,3; 

(4.2) 

such that at the fixed point det J* = 0. 
The characteristic equation of the Jacobi matrix J*: 

( 4.3) 

where 

3 

Tr J* = L sij = a22 + a33- xi(azl + a22 + a23)- x;(a31 + a32 + a33); (4.4) 
i=l 

and 

It is possible to prove (see Dendrinos, Sonis, 1990, p. 87) that 

( 4.5) 

Since det J* = 0, the non-zero eigenvalues of the Jacobi matrix J* are the solu
tions of the quadratic equation 
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4.2 Linear superposition of the Moebius plane and the space of eigen
values. A linear dependence between the Moebius plane and the two-dimensional 
(trace-determinant) space of eigenvalues for log-linear dynamics is defined with 
the help of linear transformation given by formulas ( 4.4) and ( 4.5): 

where 

Tr J* = 8xi' + ( 8 - 82 )x2 + ( 8 - 83) 

~ * = ~23xi + ~it x2 + ~i'2x; 

This linear transformation 

( 4.6) 

( 4.8) 

preserves straight lines and half-planes. Therefore the Moebius triangle XY Z 
from the Moebius plane has an image in space of eigenvalues which is also triangle 
X*Y* Z*: the vertices of the Moebius triangle X, Y, Z are transformed to the 
following vertices X*, Y*, Z* in the eigenvalues space: 

X= m - [;2J =X*; 

Y= m [ 8- 82] = Y*; (4.9) - ~· 31 

Z= [ ~ 1 [ s - '']- z• u J - ~· - . 1 12 

This correspondence permits the allocation of the eigenvalues space by the struc
ture of the Moebius plane, defined with the help of the non-equilateral Moebius 
triangle X*Y* Z*. 

It is also possible to transfer the Euclidean structure of the eigenvalues space 
to the Moebius plane. For this purpose present the linear dependencies ( 4.6) 
between the barycentric coordinates xi, x2, xj and Tr J* , ~ * in the following 
form: 
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Thus the matrix 

~;3xr + ~;~ x2 + ~izxi = ~ * 

xr + Xz + x; = 1. 

transforms the Moebius plane into the eigenvalues space: 

where the sign ,...., means equivalence. 
The determinant of the matrix A is equal to 

det A= 82 (~i3- ~iz) + 83 (~it- ~23) = 

= (82 - 83)~23- 82~i2 + 83~;1 · 

(4.10) 

(4.11) 

If det A f::. 0 then the inverse transformation A -l exists and transforms the eigen
values space into the Moebius plane: 

It is possible to check that 

( 4.12) 

Now consider the images of the divergence, flip and flutter boundaries in the 
Moebius plane. 

The equation of the divergence boundary Tr J* = ~ * + 1 after the substitu
tions ( 4.6) become 

It is easy to prove that 
~23 - 8 + 1 = ~23 ; 

~i1 - 8 + 82 + 1 = ~31 ; 

217 

(4.14) 

( 4.15) 



~;_'2 - S + S3 + 1 = ~23 • 

Therefore the equation oft he divergence boundary ( 4.14) coincides with the 
equation of the bifurcation straight line (see 3.20)): 

on which the unique non-periodic fixed point first appears, and bifurcates further 
into two fixed points under the change in the locational advantages parameters 
A2, A3. 

The equation of the flip boundary Tr J* = -( ~ * + 1) after the substitutions 
( 4.6) become 

(~23 + S + 1)x;_' + (~;1 + S- S2 + 1)x2 + (~;_'2 + S- S3 + 1)x; = 0. (4.16) 

The equation of the flutter boundary .6. * = 1 after the substitutions ( 4.6) become 

(4.17) 

The location of these boundaries in the Moebius plane can be determined 
with the help of points A*,B*,C* with coordinates (see Figure 3): 

X " 2 

rJ to 

~ boundary 
A ' I 

Figure 3. Superposition of the space of eigenvalues and the Moebius plane for one 
population/three location relative dynamics with changeable locational advantages A2 ,A3 

and constant elasticities ai;. 
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{ 
xr = de! A [(82 - 83) + (8- 82 + 2)Ai2- (8- 83 + 2)Ast] 

A*""' x2 =de! A [83- (s + 2)Lli2 + (8- s3 + 2)Llh] 
xj = de! A (- 82 + (s + 2)Ll31- (8- 82 + 2)Ll23] . 

{

xi= de! A [(s2- s3) + (8- 82- 2)Lli2 - (s- 83- 2)Llj1) 

B*"' x2 =de! A [83- (s- 2)Lli2 + (s- 83- 2)Ll23) 
xj =de! A [- s2 + (s- 2)Lljl- (s- s2- 2)Llh] . 

{

xi= de! A [(82- 83) + (8- 82)Lli2- (8- 83)Aj1] 

C* "' x2 = de! A [ - 83 - 8Ai2 + ( 8 - 83 )LliJ) 
xj = de! A [ 82 + sLlj1 - ( s - 82 )Llh] . 

( 4.18) 

( 4.19) 

( 4.20) 

These points define the place of images of the coordinate axes Tr J* and A* 
in the Moebius plane (see Figure 3). 

It is evident that the image A* B* of the flutter segment AB has the form: 

[x!]- _1 [2cos2n'f!l 
x 2 -A 1 , 
xj 1 

Therefore, the p : q resonances have a form: 

O<fl<~. - -2 

[:n = r· [2cT.~l 

(4.21) 

( 4.22) 

for the rational fractions ~, 0 :::; ~ :::; 1; for example, the points of strong reso
nances 1 : 3 and 1 : 4 are correspondingly 

( 4.23) 

Thus, the superposition of the space of eigenvalues and the Moebius plane 
clarifies the qualitative description of the local features or relative dynamics 
within a vicinity of fixed points, and also the global features of dynamics con
nected with the "competition" between possible attractors and repellers. 
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5. The Qualitative Universality of Log-linear Relative Dynamics 

The qualitative universality of the log-linear relative dynamics means that 
this dynamics can replicate all possible qualitative properties of behaviour of an 
arbitrary discrete dynamics near the boundaries of their asymptotic stability. 
Moreover, for each preset qualitative property the specific combination of elas
ticities and locational advantages exists, i.e., the specific log-linear model exists 
which reproduces the given qualitative property. Furthermore, the universality 
within universality phenomenon holds: it is possible to choose a model which 
itself can reproduce all possible qualitative properties of discrete dynamics un
der the change in the locational advantages parameters only, without a change in 
elasticities. In detail, the fundamental property of qualitative universality follows 
from the possibility of placing the image of the Moebius triangle at each place in 
the space of eigenvalues, and from the possibility to place a fixed point at each 
point in the Moebius triangle. 

The technical details of these impositions will be elaborated below for one 
population/three location relative log-linear dynamics. 

Consider three arbitrary points in the phase space 

which can play the role of the images of the stability triangle ABC 

in the Moebius plane. The condition of the construction of a non-degenerated 
triangle is that the matrix 

Z= [:~ ~~ ;~] 
X3 Y3 Z3 

(5.1) 

is invertible: det Z =f 0. For the construction of the log-linear model correspond
ing to the stability triangle A* B*C* we need the evaluation of the matrix of 
elasticities 

[ a~l a~2 a~3]· a31 a32 a33 

First of all let us find the components of the matrix 
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satisfying the condition 

(5.2) 

or in the matrix form: 

AZ=B 

where 

Therefore 
(5.3) 

Thus the right parts ofthe following non-linear algebraic equations (see (4.7) 
and (4.8)) are known: 

and 

a22 + a33 = s; 

an + a22 + a23 = s - Sz ; 

a31 + a32 + a33 = s - s3 ; 

I azz 
a32 

a231- Li,. . 
- 23' a33 

I a23 
a33 

a21 1- Li * . - 31 ' a31 

I a21 
a31 

azz,_ Li,. - 12. 
a32 

The last three equations give 

(s3- s)az3 + (s- sz)a33 = Li2'3- Ai1 · 
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Therefore the elasticities aij can be constructed with the help of formulas: 

azz = s - a33 

an = s - Sz - a22 - a23 , 
(5.5) 

S - S3 ( .6.ih - .6.i2) 
a31 = -- a21 + , 

S- S2 S- S3 

S - S3 ( .6.i2 - .6.23) a32 = -- a22 + __,;..::___..::.:::.. 
S- S2 S- S3 

In conclusion, the fundamental property of qualitative universality of the 
relative log-linear dynamics is the result of the possibility of placing (with the help 
offormulas (5.3) and (5.5), defining the elasticities a;j) the triangle of stability in 
a preset position in the phase space, and of executing (with the help of formulas 
(3.15), defining the comparative advantages A2 , A3 ) the travels of equilibria in 
the preset direction in the phase space. 

6. An Example of Computer Realization of the Calculus of Iterations 

In this part we will present an example which visionalizes the proposed cal
culus of iterations with the help of a specially constructed log-linear model. The 
parameters of this model are chosen in such a way that the image A* B* C* of 
the triangle of stability ABC will have the following location on the phase space 
(see Figure 4): 

A'=[i], B'=[i], C'=[!]· 
Therefore formulas (5.3) and (5.5) give the following elasticities for such a 

log-linear model: 

0 

The sides A*C*, A*B*, B*C* of the triangle of stability A*B*C* represent 
the flip, flutter and divergence boundaries for the chosen model. 

The intersection of the flip boundary A *C* will give the Feigenbaum double 
periodic way to chaos. As an example the movement of the fixed point x on the 
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x• 
2 

Figure 4. Domain of stability and movement of equilibria for the log-linear relative 
dynamics with the elasticities 

0 
0.5 
1 

2.~-5]. 2.5 

segment of a straight line between the points 0.2 and 0.1 is chosen (see 
[ 

0.25] [ 0.15] 

0.55 0.75 
Figure 4). The corresponding spatial bifurcation diagram is presented on Figure 
5 where the double periodic bifurcation development is shown; Figure 6 presents 
the usual bifurcation diagram for the first coordinates x1(t) of the orbits. 

The intersection of the flutter boundaries leads through the resonances and 
their Arnold tongues to the Hopf-Neimark bifurcations. Formulas ( 4.23) give 
the coordinates of the strong (three-periodic and four-periodic) resonances. The 

three-periodic resonance sits in the point [ i ]· This resonance is surrounded by 

the mode-locking Arnold tongue which covers a part of the triangle of stability. 
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Figure 5. The Feigenbaum way to chaos. 

X • 
1 

I 
I ........ ,,,, 
I 

I 

!Intersect 1on 
\.it~ F11p boundary 

0 

Figure 6. Bifurcation diagram for periodic doubling. 

The movement of the fixed point x on the segment of a straight line between the 
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[ 
0.167] [ 0.167] 

points 0.313 and 0.35 (see Figure 4) gives on the bifurcation diagram 
0.52 0.483 

(Figure 7) the jump from the stable equilibrium to the three-periodic cycle and, 
further, to its doubling. The spatial bifurcation diagram (Figure 8) presents this 
jump in the phase space; it is also possible to see that the three-periodic cycle is 
started within the triangle of stability. 

!1 111•i•ltt::::::;I:I::J;::;;;j;!!!!I!Jii!1ii11!1i!lljiilllilljiJjj!llllllljj1 
',•, ""'·"·II•'·,· : .. ,, 1 ,,1·:. ,It ,I 
,' ' 'I t,;;:;;;;:;;~·i(;;;::~:::;:: 

···· ... 
·!1,: 

Figure 7. Bifurcation diagram: stable fixed points, three-period cycles and their 
doubling. 

The four-periodic resonance is located on the point [ il· The movement of 

[

0.333] 
the fixed point x on the segment of a straight line between the points 0.313 

0.354 

[

0.333] 
and 0.367 (see Figure 4) gives on the spatial bifurcation diagram (Figure 9) 

0.3 
the rotating four-periodic cycle and its period- doubling. 
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Figure 8. Strong 1:3 resonance and its doubling. 

Figure 9. Strong 1:4 resonance: rotating four-period cycles and their doubling. 
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